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PREFACE

In developing this Bibliography, I have become aware of the tremendous
explosion of statistical applications in almost all brahes of geographic research.
An original -core listing expanded to almost four times its original size, reflecting an ;
attempt on my part to include references from areas of research which I normally
did not cover in teaching, as well-as more recent work. The result has been a rather
extensive coverage of many more topics than could be covered in the time available
for a two-semester course. Perhaps the first twenty topics listed, together with
simple correlation and regression, could be handled in such a time' period. The
remaining topics would then form, background for advanced undergraduate or
graduate courses.

A caveat should be entered on the utility of such a bibliography., In my
experience, any listing of reference material is of limited-value unless it is closely
tied to a lecture series, and to exercises related to ,a particular topic. At various
check-points in the development of the course it also seems valuable to ask for
reading reports on a group of references, "bad" as well as "good," to validate
student progress. In the early rush to print quantitatively oriented articles, it is now
clear that some major problems in the application of statistical techniques to spatial
data were not recognized. I fdel it is important for the student 'to realize thismil
therefore many of these early articles are included here. If these, criticisms are
placed in the correct perspective of the development of the use oTsuch methods, as
in Sections I 3 In the Bibliography, then some degree of maturity tray have been
attained in this branch of the subject. ,

The original set of references was drawn up for use in a course .entitled
"Introduction to Geographic Theory and Quantitative Methods," to which students
at McGill University, the University of California at Berkeley, and the Swiss Federal
Institute of Technology at Zurich have beery subjected over the years-. Fdr
encouraging reactions to that earlier course outline', I am grateful to T. Lloyd, L. J.
King, 'L. A. Brown, R. A. Murdie, M. F. Dacey, P. R. Qould, and G. Rushton. For
help with the revision, I would like to thank several colleagues at York University.
I. F. Owens, E. J. Spence, C. I . Morley, G> B. Norcliffe,and D.'R. Ingram. Finally,
I owe a great debt to Gillian ilmour, not only for constructive criticism of this
final version, but also for valu ble aid in the development of that earlier set of
materials and to Les King, for I is expert assistance in editingand revising an earlier
d r'a ft.

p
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INTRODUCTION; THE NATORE OF THE BIBLIOGRAPHY

O

In arecent review article, Krumbein (1968) recognizes three stages of statistical,
devel'Opment: l) descriptive statistics, in which the sample is the focus of interest,
2) analytical statistics, in which the population is the primary interest; and 3) the
application of ,stochastic prOcess models. In these terms, only the first two stages
are treated in this Bibliography. Additionally, it istvery important to realize that
statistical techniques are only tools to the further understanding of substantive
problems. The first three introductOry sections of the Bibliography underline this
statement.

Although we are primarily concerned with the application of various statistical
techniques in geography, these efforts must be based securely on an understanding
of probability theory. Notions of a sample space, expected values, random
variabl4 population and sampling distributions, etc. are today usually learned by
students before they register for any course in statistical methods within the
geography department. They are .therefore not treated in this Bibliography,
although several general texts are listed in Section 4. (The readerl)referred to the
account of probability, and especially population distributions, given by Krumbein
and Graybill, pp. 89-115, referenced in that section.) Probability concepts are also
basic to an understanding of sampling theory (Section 11). Since the applicability
of many statistical techniques depends intimately on the nature of the sample and
on assumptions lbout the Cipiverse from which it was drawn, Section 11 assumes'a
major place in the Bibliography. The problems and benefits of sampling theory are
generally neglected in geOgraphic research, yet the applications of all the more
powerful parametric tests depend on a sound sample design.

While a glance at the list of section headings will enable the reader to see 'what
has been defined as "statistical applications" in this Bibliography, a statement

I concerning what has not been included may also be valuable, at least in indicating
other major areas of vital research where quantitative techniques are important. As
mentioned above, stochastic models have generally been excluded. The interested
reader is referred to a long list of publications by DacelAn point processes as one

, avenue of approach in thus field. (Contributions made by Dacey in the study of
point patterns are reviewed by King, 1969, pp 32-59 and 226-230, referenced in
Section 4.) Simulation models such as those used in studying the diffusion of
innovations (-lagerstrand, 1967, Brown, 1968), probability models using a Bayesian
approach (Curry, 1966), and Markov Chain models (Brown, 1970) are similarly
excluded. Optimization techniques are not covered, and the interested reader is
referred to an introductory 'article on .the use of linear programming (Cox, 1965),
the review of dynamic programming (MacKinnon, 1970), and a recent book which
emphasizes combinatorial programming (Scott, 1971). The Theory of Wings is
excluded (for example, Isard let al, 1970), as well as important advances in our

CI 100008



4
lalOwledge of the relationships between topology and geography in the application
of graph theory. (For an application to transportation networks, see Werner, 19(28;
and for fusion of this approach with probabilistic models, see a study of river
networks, Shreve', 1967.) Finally, concer ning behavioral approaches to geographic
research, there is only limited reference in the Bibliography th,some,of the scaling
problems involved in space preference measures. For some such work the reader is
referred te the excellent review by Craik (1968), and for a discussion of one
technique based on personal construct theory to Golant and Burton (1970).

References for Intreduction

BROWN, L. A. affusionTrocesses and Location. (Bibliography Series No. 4).
Philadelphia: Regional Science Research Institute, 1968.

BROWN, L. A. "On the Use of Markov Chains in MOvement Research," Economic
Geography, Vol. 46; 1976, pp. 393-403.

COX, K. R. "The Application of Linear Pr?gramming to Gegsgraphical Problems,"
Tijdschrift voor Economische en Sociale Geografie, vol. 56, 1965, pp.
228-236.

CRAIK, K. H. "The Comprehension of the Everyday Phyj Environment."
Journal of the American Institute of Planners, .Vol. 34, 1968, pp. 29-37.

CURRY, L. "Seasonal Programming and Bayesian Assessment of Atmospheric
Resources," in Sewell, W. R. D. (ed.), Human Dimensions- of Weather L`
Modification. (Research, Paper No. 105). Chicago: Department of Geography,
University of Chicago, 1966; pp. 127-138.

tOLANT, S. and I. BURTON. "A Semantic Differential Experiment in the
Interpretation and Grouping of Environmental Hazards," Gedgrajihical
Analysis, Vol. 2, 1970, pp, 120-134.

'HAGERSTRAND: T. Innovation Diffusion as a Spatial Process, translated by A.
Pred. Chicago: University of Chicago Press, 1967: .

ISARD, W. et al. General Theory. Cambridge, Mass.: M.I.T. Press, 1970:
KRUMBEIN, W. "Statistical Models in Sedinientology," Sedimentology,' Vol. 10,

1968, pp. 7-13. .
4 .

MacK1NNON; R. D. "Dynamic Programming and Geographical Systems," Eco-
nomic Geography, Vol: 46, 1970, pp. 350-366.

SCOTT, A. J. Combinatorial Programming, Spatial Analysis and Planning. London:
Methuen, 1971.

SHREVE, R. L. "Infinite Topologically Random Channel Networks," Journal of
Geology, Vol. 75, 1967, pp. 178-186.

WERNER, C. "The Role of Topology and Geometrwin Optimal Network Design,"
Papers of the Regional Science Association, Vol. 21, 1968, pp. 173-189.
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ORGANIZATION OF THE BIBLIOGRAPHY

For each of the Sections, a short introductory statement is made concerning the
general nature of problems investigated using that technique, where applicable..
Some reference is also made to those articles that are relevant in my experience.
The introduction is not aimed at being a statistical primer but is rathei concerned
with the concepts involved.

The following list cif references will, in most cases, not)deal entirely with the
section topic; this applies in particular to the more recent articles in which
statistical tests are often incorporated into the research design. In some cases where
books or monographs are referenced, the relevant page numbers are indexed.

,
The heading SEE ALSO refers to articles that have Olen referenced in sections

^primr to the one
\
in questidn. The notation used is as follows: Section number.

Author (Date).,
The heading' REFERENCE indicates that some of the books or articles listed in

the Sections of Reference (4) or Review Articles (5) have material on the topic in
hand. The notation used is. Author (pages). From Section 4 the following texts are
used: Gregory (1968), King (1969), and Krumbein and Graybill (1965); while the
following review articles are listed where relevant: Barry (1963), Chbrley (1966),

. Hart and Salisbury (1965), and Strahler (1954).

I

ANDERSON, M. A Working Bibliofraphy'of Mathematical Geography. (Michigan
Inter-University Community a iathematical4Geographers. Discission Pier

.1 No. 2). Ann Arbor, Mich.: Department of Geography, Uniyersity f Michigan,

. 1963. 52 pp. . - ,.
.

HOWARD, J. C. Bibliography of Statistical Applications in Geolo . (C.E.G.S.
,Programs Publipation Number 2). Washington, D.C.: American Geological

' Institute, 1968: 24 pp. . .
.PITTS, F. R. (ed.). Curreat Research Notes in Quantitative and Theoretical

Geograpky. Hdnolulu, ,,Hawaii: Social Science Research Institute, University
of Haviali., NumIter, 1, August 1971, continuing (contains bibliographic

,
materials). ! , ,

,, .

PORTER, P. W. A Bibliography of Statistical Cartography. Minneapolis, Minn.:
Department of Geography, Universityof Minnesota, 1963, 66 pp.

OTHER BIBLIOGRAPHIC SOURCES

J.

' 4
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sr SECTION ,I

DEVELOPMENTS IN GEOGRAPHIC METHODOLOGY

The use of ngorous scientific methods of research with a statistical foundati4
commenced in human geography in North America on a large scale scarcely more
than fifteen years ago. Although there had been some quantitative work earlier, foi
example centrography and social physics (see Section 19), the value of a statistical
approach was first clearly stated in the articles by McCarty (1956) and Garrison
(1956)7

Some .of the readings are "position Paperi" at various points in time; compare
Ackermar.! (1958) and Kohn (1970). Others deal more explicitly with the evolution
of the quantitative approach (La Valle et al., 1967) and especially its relevance for
the developmelt of geographic theory (Burton, 196'3). The relationships between.
traditional (qualitative) and modern geography are discussed by Spate (1960) and
Mackin (1963). The vitality of this debate, especially among schools of g&)graphy
outside of the United States, is reflected in the recent book edited by French and
Racine (1971). Even so, the inadequacies of older methods had been clearly
demonstrated more than a decade before (McCarty and Salisbury, 1961).

Apart from individual leaders generating change within the discipline/geography
has shared with many other phYsical and social sciences an increased amount of
information available for research. This informatidn explosion has forced re-
searchers to inquirie info the organisation of spatial data (see Section 8), as well as
to make use of modern technology in storing and manipulating data (Section 10). A
beneficial, and entirely natural, outcome of these external influences is seen in our
ability tb test hypotheses in a manner almost inconceivable ten years ago.

White this general change in geographic methodology: contains a set of
techniques that must be mastered in elder to understand mucbof the literature
today, the need for charity And simplicity in the conceptual underpinnings of the
discipline has ,been vell,demonstrateq. The article by Thomas (1964), originally
prepared for a high school course, provide's an excellent example of this most
important by-product of changes in methodology. ''
ACKERMAN, E; A. Geography as a Fundamental Research Discipline. (R#Aroll,,

.. Paper No. 53). Chicago. Department of Geography,"University of etiogo,
1958.

AN UCH1N , V. A. "Mathematiation and the Geographic Method," Soviet p?:og-
raphy: Review an4Translation, Vol. 11, 1970, 'pp. 71-81.

BURTON, I. "The Quantitative Revolution and Thegretical Geography," The ,
Canadian Geographer; Vol. 7, 1963,'np. 151-162.

.CHAPMAN, J. D. "The Status of Geography," The Canadian Geographer, Vol. 10,
1966, pp. 133-144,

CHORLEY, R. J. "The Application bf Quantitative Methods to Geomorphology,"

4
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in Chorley.k. J. and P5 Haggett (eds.), Frontiers in Geographical Teaching.
London. Methuen, 1965, pp. 147-- 163. , °

COPPOCK, J. T. and J. JOHNSON. "Measurement in Human Geography,"

Economic.G#aphy, Vol. 38, 1962, pp. 130-137.
FRENCH, H. M. and J.B. RACINE (eds.): Quantitativeand Qualitative Geography )44

La Necesszte dun Dialogue. (Occasional Papers, Department of Geography.

No. 1). Ottawa, Canada: University of Ottawa Press, 1971.

GARRISON. W. L. "Applicability of Statistical Inference to Geographio'Research,"

Geographical Review, Vol. 46,;1956, pp. 427-429.
GARRISON, W. L. "Some Confusing Aspects of Common Measurement," The

Professional Qeographer, Vol. 8, 1956, pp. 4-5. =

GOULD, P. R. "Methodological Developments Since the fifties," Progress in

Geography, Vol. 1. 1969, pp. 3-49.
GREGORY; S. "The Quantitative Approach in Geography," in French, H. M. and

J-B. Racine (eds.); Quantitative and Qualitatii5le Geography. La Necessite d'un

Dialogue. (Occasional Papers, Department of Geography, No. I). Ottawa,
Canada: University of Ottawa Pres's. 1971, pp. 25-33.

GRIFFITHS, J. C. "Current Trends in Geomathematics," Earth-Science Rw,
Vol. 6. 1970, pp. 121-140,. .

KOHN, C. F. "The 1960's: A Decade of Progress in eographical Research 'and
I nstruclion,;Anna/s, AAG Vol. 60, 1970. pp. 211-219;

LAVALLE, P.. H. McCONNELL, and R. G. BROWN. "Certain Aspects of the.,

Expansion of Quantitative Methodology in American Geography,: Annt,
AAG, Vol. 57, 1967, pp. 423-436. .

MACKIN. J. H. "Rational and Empirical Methods of Investigation in Geology," in

Albritton, C. C. Jr. (ed.),, Tire Fabric of Geology. Reading,-Mass.: Addison
Wesley, 1963, pp. 135-163.

McCARTY, H. H. "Use of Certain Statistical Pro3edures in Geographical Analysis,"

Annals, .AAG. Vol. 46, 1956, p. 263. . .

McCARTY, H. H. and N. E. SALISBURY., Visual Comparison of I o¢leth A as a

Means of Determining .Coire&tiolis'Between ,Spatially stributed Phenom-

ena,

Iowa(Monograph

A. 3). lows City: Department orGeo raphy, University of
loWa1461.

PATTISON. W. D. .."The Four Triditions of Geography,_ Journal of
.

Geography, Vol. 63. 1964, pp. 21 1-216.
REYNOLDS, R. B. "Statistical Methods in Geographical Research," Geographical

; Review, Vol. 46, 1956,.pp. 129-132. r "'
SPATE. 0. H. K. "Quality and Quantity in Gabgrithy," Annals, AAG,. VoY 50,

1960, pp. 377-394. ,

THOMAS, E. N. "Some Comments About a Struo'ture of Geography.Wi di Pa icular

Reference to Geographic Facts, Spatial Distribution, and Areal Associ tion,"

In Kohn, C. F. (ed.). Selected Classroom Experiences High School eog-

kiphy Project Chicago National Council on Geographic'Education: 964,

pp, 44-60.
a.
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, SECTION 2'

MODELS,IN GEOGRAPHIC,RESEARCH

As an activity, model building bas beet) an increasingly impOrtant aspect of,
ger graphic research, concommitani with 'de lopmstnts of a mote technical nature
outlined in the preceding section. Although ojels can:be defined in many ways, a
common feature is that they Astract from reality certain elements that are
amenable to analysis. The way in which this transformation is carried out, and
indeed the-choice of -which factors to include in the model, naturally' rest upon
substantive interpretations made by the researcher with respect to the Rroblem in'..
hand. . . , .

seeking
6The process could-be carried out in'a:qualitative manner, to expreis-,,.,

likely relationships between factors, on the basis of logical reasoning; such an
activity is likMy to-lead to a diagramthatic representation of the relationships,'as a
conceptual model. Alternatively, he relationships could bg specified 1) mathe-
matically (leading to a mathematical triode!), 2) 'by, constructing a smaller Or larger
physical representation' (scale 'or iconic model), or 3) by transfer to another
medium, for example substituting electric imptilses for flow phenomena (analogue.
model). A statistical model is particul (form of mathematical model. It is a

ati
a

mathematical expression, with Iariables, parzimeters, and convents, and in addition
it contains one or more -random components.In geography, statistical models are
usually emphasized since much research is. empirical in nature, and the randdm
components are due in laige part to sampling variability and measurement error.

The readings reflect two major influences upon, the increased use of models in .

geography. First# the desires of researchers- to understand the linkages fhat'exist
between elements of geographic systems are representedan e series of review articles
in a seminal volume 'edited by Chorley and Haggett (1967). The second influence
has emanated from outside the discipline, as other natural and social sciences
overlap at the frontiers of geographic endeavor; see Ackerman (1963), the
NAS/NRC publication 'The, Science of Geography (1965), and Taaffe (1970). In

, addition, both Haggett (1965) anas King (1960 place model- building approaches
into a larger substantive 'framework. Duncan, Cuzzort, and Duncan (1961) wer4

i,
'amonetke first to point out many _problems in forming models using areally based
data, particularly the eggregirtion factor .(sc'ale problem) and its effects on
explanation atdifferentleVels of inquiry (Dogan and Rokkan, 1969).

Sever'ireferences in Section 4 (Reference) are useful in this area: Ackqff (1953,
1962); Kaplan (1964); Blalock and Blalock (1968).

ACI RMAN 'E. A. "Where is a Resea;ch Frontier?" Annals, AAG Vol. 53, 1963,
pp.,429-440.

p RRILL, M. F. "The Language Of Geography," Annals; AAG, Vol. 58, 1-968, pp.

// 1-11.

6
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;.=CHORLEY, R. J. "Geography and Analogue Theory," Jrinals, AAG, Vol. 54;
1964, pp. 127-117.

CHORLEY, R. J. and P. H4GGETt ,(eds.). Frontiers M'Geograpliical Teaching.
London: Methuen, 1965.

CHORLEY, R. J. and P. HAGG6T (eds.). MotOs51ti Geography London:
Methuen, 1967.

DOGAN, M. and S. ROKKAN Quantitative Ecological Analysis in the Social
Sciences. Cambridge, Mass.: M (.T. Press, 1969, 607 pp.

DUNCAN, 0. D., 12P. CUZZORT, and,B. DUNCAN. Statistical Geography:
Problems in Analyzing Areal Data. Jew Ilk: Free Press, 1961, 191 pp. -

HAGGETT, P. Locational Analysis in Human Geography London. Edward Arnold,
1965, 339,p. :;

KING, C. A. N. Techniques in Geoinorphology. London:, Methuen, 1966.
LOEWENSTEIN, L. K. "Oh the Nature of Analytical Midels," Urban Studies, Vol.

. a 3, 1966, pp. 112419. ' tt
.LowRY:I. S. "A SAWCOirse Yin Model nesign,''.lburnal of the American?

Institute of Planners,'..V 01:3111965, pp. 158 16b5;:-.,..,7
KERMANN, F. "Geography as a Formai Intellectual! Discipline and the'way in

'Which it Contributes to Human Knowledge," The Canadian Geographer, Vol.
O

4 .1 8,1964, pp'. 167-172. 0 ade 4
-%

OLSON, G. "Treads in Spatial Model BuiMing: An Overview," Geographical
.ii Analyiis, Vol. ic1969';pp,.. 219-224.

t NATIgsiAL ACADEMY OF SCIEICES/NATIONAE RESEARCH COUNCIL Thf
'''--Science of. Geography. (Report of Ad Hoc -Committee on Geography,

NAS/NRC Publication 1277). Washington, D.C.0965: .

TAAFFE, E. J. (ed.). Geography: Englewood Clift'N'3,: Prentice Hall, 1970.
(Review of Methods; pp. 0:52). c-'

THOMAN, R. S. ."Some' C*ments on The Sciqice of Geography," The
Professional Geographer* 0,-1965,^p). 8--I,

WILSON; A. G. The Use o(kriatOgies i.n Geography,' graphical Analysis, Vol.
0E;0, 225 233 -P -- I

'§ECTION 3'

GEOGRAPHIC THEOR

T e niost important aspect of changes in eographic, methodology has been a
revit lized,interest in the role of theory in e disbipline. Although earlier debate
over determinism and possibilism (Luker ann, 196p can,he, viewed as one example
of prior concern over theory, the me ods tiseci 43 test general ptbpositibns before
the mid-1950's were kliographic irk heft orienta n. Schaeffer's (1953) denunCia-
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tion of this underlying weakness laid the foundations for more cpncise methods of
explanation, but the 'development_ of statistical models in geography progressed at
such'a rate that explanation based on purely methodological gr.ounds was no longer
acceptable. Harvey's (1969) major review of this process indicates clearly that the
explicit desire for more adequate explanation is at the same time a concerted effort
in the development of theory, even though the latter may be largely derivative the
spatial equivalent of essentially' temporally-based theories in other natural and
social sciences.

It seems, that there are three major ,fronts on which the difficult problems of
theory construction in geography'are being broached. First, there is an extension of
Schae ffer's contribution with much greater emphasis on the philosophical founda-
tion of the discipline. In particular, the dual-activity of explanation and prediction
is being subject to much debate, see the important contributions by Harvey, Olsson
(1969 1970), and Golledge and Amadeo (1968). A second approach isseen in the
concern over relations betwebn geography and geometry' (gunge, 1962). In this.
area, Nystuen (1963) has derived some basic elemerns of geographic space, While
Tobler (1963) has identified the fundamental tole of map transformations. The
third attack is basecLupon stochastic process models, this appears to have particular
relevance in physical geography (Curry, 1964, Scheidegger and Langllein, 1966).

General references in Section 4 (Reference) which are relevant here "are
Braithwaite (1960) and Glaser and Strauss (1967).

BLAUT, J. M. "Space and Process,' The Professional Geographer, Vol. 13, 1961,
PP.

BUNGE, W. Theoretical,Gebgraphy (Lund Studies in Geography, Series C, No. 1).
Lund: Gleerups, 1962, 208 pp.

BUNGE, W. et al. The Philosophy of Maps. (Michigan Inter-University Community
of Mathematical Geographers. Discussion Paper. No t2). Ann Arbor, Mich.;
Department of Geography, University, of Michigan, 1968, 79 pp.

CHAPPELL, J. 8: Jr. "On Causation in Geographical Theory," Proceedings, AAG,
Vol. 1, 1969, pp. 34-38.

4'-- CURRY, .L. "Landscape As, System," Geographical Review, Vol. 54, 1964, pp,
121-124.

DURY, G. H. "Some Aspects of Geographical_ Judgement-Forming," Australian
I

Journal of Science, Vol. 30, 1968, pp. 357-362. -
GOLLEDGE, R. and D. M. AMADEO. "On Laws M Geography," Annals, AAG,

Vol. 58, 1968, pp. 760-774.
GUELKE, L. "Problems of Scientific Explanation in Geography," The Canadian

Geographer,- Vol. 15, 1971, pp. 38-53,',
V

HARVEY; D. "Editorial Introduction. T Problem,. of Theory Construction in
deography," Journal of Regional Science, Vol. 7, (No. 2 Supplement), 1967,
pp211-216.

HARVEY, D. "Processes, Patterns and Scale Problems in Geographical Research," .
Transactions of the Institute of British Geographers, No. 45, 1968, pp.
71-78.
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HARVEY, D. Explanation in Geography. London: Edward Arnold, 1969, 521 pp.
HARVEY, D°.'"Conceptual and Measurement Problems in the Cognitive- Behavioral

Approach to Location Theory," in Cox, K. R. and F. Golledge (eds.),
Behavioral Problems in Geography: A Symposium. (Studies in Geography No.
17). Evanston, Ill.: Department of Geography, Northwestern University,
1969, pp. 35-68.

HARVEY, D. "Behavioural Postulates'and the Construction of Theory in Human
,Geography,',' Geographia Polonica,.V ol. 18, 1970, pp. 27-45.

LEWIS, P. W. "Threp Related Problems in the Formulation of Laws in Geography,"
The Professional Geographer, Vol. 17, 1965, pp. 24-27.

LUICERMANN, F. "The `Calcul des Probabilites' and the Eca le Francaise de
Geographie," The Canadian Geographer, Vol. 9, 1965, pp. 128 -137.

t/ slYSTUEN, J. D. "Identification of Funaamental Spatial Concepts," Papers of the
MicqganAsademy of Science, Arts and Letters, Vol. 33', 1963, pp. 373 -384.

, OLSSON, Of--"triference Problems in LOcational Analysis," in Cox, K. R. and R.
G9Iledge (eds.), Behavioral Problems in Geography: A Symposium. (Studies
in Geography No. 17). Evanston, 111.: Department of Geography, North
western University, 1969, pp. 14-34.

OLSSO G. "Explanation, Prediction, and:Meaning Variance: An Assessmenit of
Dis nce Interaction Models," Economic Geography, Vol. 46, 1970, pp.
223 -233.

PAPAQEPRGIOU;:G. J. "A Description of a Basis Necessary to the Analysis of
Spatial Systems," Geographical Analysis, Vol. h , 1969, pp. 213-215.

PATTON, 0. C. "Cause and Effect in Ge4graphic Analysis: Anachronism or Useful
Concept?4 Southeastern Geographer, Vol. 10, 1970, cr. 4-10.

SCHAEFFER, F. K."Exceptionalpm in Geography: A Methodological Examita:
tion," Annals, AA(, Vol:4j, 1953, pp. 226, -249.

SCHEIDEGGER, E. and W. B.,LANGBEIN. 'Probability Concipts in Geo-
morphology. (USGS, Professiopal Paper 500-C). Washington, D.C.: USGPO,
1966, 14 pp. .

TE1TZ, M. B. "Regional Theory and Regional Models," Papers of the Regional
Science Association, Vol. 9, 1962, pp. 35-50.

TOBLER, W. R. "Geographic Area and Map Projections," Geographical Review,
Vol. 53, 1963, pp?59-78.,

SECTION 4

REFERENCE

Section 4A contains. geographic textbook references. Gregory,'s book (1968)
originally appeared .at a time when c9ures in quantitative methods were being

;
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, . *
introduced into undergraduate curricula suchand there were no prerequisites for suc
courses, Today, most undergraduates are required to register for an introductory
statistics course prior to training in geographic methods. King's feview of
contribution in this area (1969) needs midi a background. From the point of view
of stude'nt response, Krumbein and Graybill (1965) `has been found most
satisfactory because it bridges the gap between methodological and substantive
concerns in a comprehensive Manner. A different approach is seen in 'Yea tes'

4subjeci-m'atter oriented text (1968).
Tv,,ti important collections of articles also are indexed in Section 4A. The Berry

and Marble reader (1968) brings together a number of references, most of which
have been published before. The two volumes on Quantitative Geography, edited
by Garrison and Marble (1967), contain symposium articles which are referenced
separately in the Bibliography. Also, as indicated earlier, relevant pages from
Gregory, King, and Knimbein and Graybill are referenced 'at the end Of sections.

More general works are listed in the second part, Section 4B. The 'following are
important as background references in statistical methods: Blalock (1960);
Coleman (1964); Cooley and Lohnes.(1962, 1970); Freund (1967); Fryer (1966);
Guenther (1965); Huntsberger (1961); Kendall ana Stuart (1963, 1966, 1967);
Morrison (1967); Seal (1964); Snedecor (1956).

A

A. Spatial Analysis

BERRY, B. J. L. and D F. MARBLE (eds.). Spatial Analysis. Englewood Cliffs,
Prentice-Hall, 1968. ,

`COLE, J. P.-and C. A. M. KING. Quantitative Geography. London: Wiley, 1968;
693 pp.

GARRISON, WS L. and D. F. MARBLE (eds.). Quantitative Geography. Part I:. .

Economic and Cultural Topics.,(Studies in Geography No. 13). Evanston, III.:
Northwestern Unive'rsity, 1967, 287 pp.

' GARRISON, W. L. and D. F. MARBLE (eds.). Quantitative Geography. Part II.
Physical and Cartographic Topics. (Studies in Geography Mo. 14). Evanston,
Ill.: Northwestern University, 1967, 323.pp.

GP GARY, S. Statistical Methods and the Geographer. London: Longmans. 1968
(2nd ed.), 277 pp.

KING, Statistical Analysis in Geography. Englewood eiffs, N.J.,: Prentice-
Hall, 1969. 4

KRUMBEIN, W. C. and F. A. GRAYBILL. Introduction to Statistical Modelsin
Geology. New,York: 1965.

2 MILLER, R. U. and J. S. KAHN. Statistical Analysii in the Geological Sck iences.,
'New York: Wiley, 1962, 483 pp.

YEATES, M. H, An IntroduCtion to Quantitative ALlysis in Economic Gebgraphy.
Nev( York: McGraw-Hill, 1968.
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B. General References

ACR.OFF, R. L. The Design of Social Research. Chicago: University of Chicago
Press, 1953.

ACKOFF, R. L. Scientific Method. New York Wiley, 1962.
BLALOCK; H. ht. Social Statistics. New York: McGraw-Hill, 1960.
BLALOCK, H. M. Causal Inferencs in Nonexperimental Research. Chapel Hill,

N.C.: University of North Carolina Press, 1964.
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New York: McGraw-Hill, 1968.
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CHARLESWORTH, J. C. (ed.). Mathematics and the Social Sciences. Philadelphia:
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Sciences. New York: Wiley, 1962.
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1970, 339 pp. -
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. 1971.
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1966,
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and Bacon, Inc 1966.
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MOSTELLER, F., R. E. K. ROURKE, and G. B. THOMAS. Probability with

Statistical Applications. Reading, Mass.: Addison-Wesley, j961..`
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SECTION, 5

REVIEW ARTICLES

The articles in this section vary greatly in scope and purpose, but an attempt has
been made to cover most areas of interest to geographers. Basic explanations of the
use of statistical methods in geomorphology, for example, are illustrated in the
articles by Chorley 0966) and Strahler (1954). These, plus the references by Bin),
(1963) and llart and Salisbury (1965) have been indexed by page number in
relevant sections in the Bibliography. In terms of this listing of reviews, the range
extends from such introductory statements to fairly advanced surveys and critiques,
such as Curry (1967), Strati ler (1964), and King,(1969).

AMOROCHO,'J. and W. E. HART. 4A Critique of Current Methods in Hydrological
Systems Investigation," Transactions, American Geophysical Union, Vol. 45,
1964, pp. 307-321.

BARGER, G. bp (ed.). Climatology at Work; Measurements, Methods and Machines.
(U. S. Department of Commerce Weather Bureau). Washingt9n,
USGPO, 1960. (Sec. on "Climatological Statistics," pp. 46 -67).

BARRY, R. G. "An Introduction to Numerical and Mechanical Techniques," in
Monkhouse, F. J. and A. R. Wilkinson (eds.), Maps anc 1,,Diagrams: Their
Compilation and Construction. London: Methuen, 1963, pp. 385-423.

CUORLEY, R. J. !"ApplicatiOn of Statistical Methods to Geomorphology," in
Duly, G. N. (ed), Essays in Geomorphology., London: Heineman, 1966,,p?.
275-381

CONRAD, V. aitd L. W. POLLAK. Methods in Climatology. Cambridge, Mass.:
Harvard University Press, 1956. ,

CURRY, L. "Quantitative Geography; 1967,".The CanacliaGeographer, Vol. 11,
1967, pp. 26-279,

HARRISON, C. M. l'Recent Approaches to the Description and Ari4lysid of
Vegetation," Transactions of the Institute of British Geographers, No 52,

. 19/71; pp. 113-127.
HART, 'J. F. and N. E. SALISBURY. "Population Changes in Middle *stern

Villages: A Statistical Approach," Annals, AAG, Vo? 55, 19651 pp.
140-160.

KING, L. J. "The Analysis of Spatial Form and 'its Relation to Geographic
Research'," Annals, AAG, Vol. 59, 1969, pp. 573-595. /

KRUMBEIN, W. C. "Statistical Models in Sedimentology,"SedimeNology, Vol. 10,
1968, pp. 7-23.

PANOFSKY, .H. A. and G: W. BRIER. Some Applications of Statistics to
Meteorology. University Park, Penh.: Thg Pennsylvania State University,
1965.
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. ,STRAHLER, A. N. "Statistical Analysis in Geomorphic 'Research," Journal of
Geolciky, Vol. 62, 1954, pp. 1-25. .

STRAHLER, A. N. "Quantitative Slope Analysis." Bulletin of the Geologicl
" Society of America, Voi. 67, 1956, pp. 571-596. . . ,

STRAHLER, A. N. "'Quantitative Geomorphology of Drainage Basins and Cbannel
Networks," Iii Chow, V. T. (ed.), HandbOok of Applied flydrology New
York McGraw-Hill. 1964, pp. 4- 39.

TIMMS, D. W. G. "Quantitative Techniques in Urban Geography," in Chorley, R. J.
and P Haggett (eds.), Frontiers in Geug,aphical Teaching London. Methuen,
1965, pp. 239-265. 4-

.,

SEE ALSO: Section I. Chorley (1965); Gjuld 0969).
Section 2. Haggett (1965); King (166).

SECTIOTC6

MEASUREMENT

Since statistics may be defined 1as a branch of applied mathematics thfrt
concentrates on the development of fitiot.edures for describing and reasoning from
observations, the ways,inwhich such pbsirvationi'are recorded or coded are clearly
basic to any analysis. Indeed, different ways of assigning number or symbols to
specify variations in characteristics of a set of objects (the process of measurement)
implies that different procedures will be applicable to itain situations:The kind
of measurement achieved is a function of the rules u er which the numbers or
symbols were assigned,. and these Operations, in to define 2hd limit the
manipul ions permissible in handling the data. The lations and operations,
Must be th se of the numerical structure to which the rre4urement is isomorphic.

Fotir m rement scales are recognized..nominal, °M}6!, interval, and ratio. A
hierarchy of levels of measurement is represented here. Nominal scales are the
Weakest type of measurement and, in a sense, render least information about the
observatioL, whereas the ratio scale is the highest level of measurement,
isomorphic to the numerical struct0,,of arithmetic. In addition, each higher level
of measurement incorporates all tNittributes of lower levels, for example, ordinal
scales have all the characteristics of nominal scales (equivalence relations among
members.of a designated sub-cldss) as well as their own properties ("greater than"
or "less than" relations).

In the nominal or clhssificatory scale, the assignment process is carried out with
the purpose of designating sub-classes which represent unique characteristics.
Ordinal sales (ranking) have the additional purpose of identifying ordered relations
of some characteristic. The order itself has unspecified intervals, i.e., the magnitude
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of differences between ordered categories cannot be established. In interval 'sc ales,i
the ordered relation's re`fer, to values and are based on arbitrarily assigned anci,g,.qual
intervals, but with-an arbitrary zero point (e.g. temperature on Fahrenheit -Oro
Centigrade scales). The the ycus is on ti. eferences between values on a scale,
and the normal rules (f arithmetic can be applied to such intervals. Finally, the
ratio scale incorporates Ith other properties of lower levgls, and has an absolute zero
point, permitting all arithmetic manipulations:

Some scales appear to be intermediate between thesZ four types. One example.
might be the Liken scale, which is an attitudinal measure, eliciting responses to a
question on the basis of/ five to seven classes, from "strongly disagree" tOI, ` strongly
,--1 ,
agree. ,,

In this case, an ordering has been imposed ,on wheat is probably, an ,
I" a. lo

unddrlying continuous variable, so that the scale seems k lie between,ordinal,and ,
--interval- scales as defined .abbve. Indeed, many problims in geographic research

using a b,ehavioral 'approach are linked to the scaling question. Gould (1969) and

RushtRushton (196 discuss teghniques,for the conversion of non-metric information toon
metric base. Other readings ,(for example, Hodge, 196-3, and Kgnnbein, 1958) :,

clearly indicate the implications of different scares fo;subsequent-analysis. The use
of dimensionless measures is described by Schunini(195t).

..

.

GOULD, P. R. "Problems of -Space PreferencdtMeastires and Relationships,"
Geographical Analysis, Vol. 1, 1969, pp. 31444, , .s. .

HODGE, Gt. "The se and Mis-Use of MeaSuremeritAies- in CirrplanTung,', .
Journal of iii America Institute of 'Planners, Vol. 29, 1963, pp. 112-121.

KRUMBEIN, W. C. "Measurefeent and Error in Regional Stratigraphic Analysis," 7,

Journal of Sedimentary PetrolOgy, Vol. 28 l958, pp. 175-185, ....-
,

KRUMBEIN, W. d. "The Geological `Populatioti' as a Framework for Analyzing
Numerical- Data in Geology," The Liverpool and -Manchester Geological

,/Society Journal, Vol. 2, 1960, pp. 341-368.
LABOVITZ, S. "Sometbservations on Measurement and Statisticf,"Social,Forces,

Vol. 46, 1967, pp: 151 -160. .
. .,.. , ,

, .

4 RUSHTON, G. "Thefraling of Locational Preferences," in Cox, K. Rs: and R. G.
Golledge (eds.), Behelvloral Problems in Geography: A Symposium. (Sttidies ,

in Geography 1Vo..17). ,Exanston, Ill.: Northwestern University, 1969'; pp? ,
197-227. ' ;

SCHUMM, S. A. "Evolution of Drainage System and Slopes in Badlands at. Ile
Amboy, New Jersey," Bulletin of the Geological Society of America, Vol. 67,'
1956, pp. 597 -646.. ' f : ' .,'

STR,AHLER, A. N. "Dimensional Analysis Applied to Fluvially Eroded Land-
forms," Bulletin of the Geological Society of Anierica, Vol. 69, 1958, pp,

v 279-300.

SEE ALSO: Section 1. Coppock and Johnson (1962); Garrison (1956).
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REFERENCE: Section 4A. King (8-13; 230-231); Krumbein and Graybill (34
ea

38;44-53).
Section 5. dopy (285-292).

SECTION 7

. _ _ _ SET THEORY
0

Set theory is an integral part of finite matherrfatics and can be used as a
foundation for the development of concepts appropriate to probability theory. If
this material is not covered in prerequisite courses. for the student, it can be
introdurd in an informative context as the logical basis of the regiOnalization
problemTh geography (see Golledge and Amadeo, 1966). References cited in
Section 4B dealing with finite mathbmatics (especially Kemeny, Snell, and
Thompson, 1965, and Robinson,. 1969) and probability theory (especially
Goldberg, 1960, and Mosteller, Rourke, and Thomas, 1961) exhibit the transition
from set theory to probability concepts in an excellent manner for those geography
courses in which it is necessary to eitablish the bases of all statistical reasoning.

,s

COLE, I. P. Set The6ry and Geography. (Bulletin of Quantitative Data for
Geographers No. 2). Nottingham, U. K.: Department of Geography,
Nottingham University, 1966,

GOLLEDGE, tz.- and D. M. AMADEO. "Sortie Introductory Notes a Regional
Division andSet Theory," The Professional Geographer, Vol. 18, 1966, pp.
14-19. , ,

HAMILL, L. "A Note.on Tree Diagrams, Set Theory and Symbolic Logic," The
Professional Geographer, Vol. 18, 1966, pp. 224-226.

SHEAR, J. A. "A Set-Theoretic View of the Koppen Dry Climates," Annals, ik/G,
Vol. 56, 1966, pp. 508-515:

WARNTZ, W. "Some Elementary and Literal Notions About Geographical
Regionalization and Extended Venn Diagrams," in Bunge, W. et al., The
Philosophy of Maps. (Michigan Inter-University Cbmmunity of Wathematical
Geographers. Discussion Paper No. 12): Ann Arbor, Mich.: Department of
Geography, University of Michigan, 1968, pp. 7-30. ,

§ECTION 8.

GEOGRAPHIC BATA

1Sets_of obiervations on variables of particular interest to geographers are ordered
in a jnanner p4tiliar to the discipline, any unit of observation not only, has a value
on the particular attribute in question and a tempoial characteristic but also has the
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prope'rty of geographic location. This is usually expressed as the geographers'
primary concern with maps, but the exact specification of the locational
coordinates presents some difficulties (Tobler, 1963).

Ideally, data should be referenced by point locations but practically, some
aggregation factor is aunlied to produce. a set of quadrats (cells). Since aggregation
is a continuous functi nd statements made at different scales of aggregation can
differ, a basic problem in geographic research, is revealed. The use of point
locationsthe process of "geocodifig" (Tomlinson, 1967)in recent census
operations has opened up_ new avenues of research (see the excellent series4of
publications by the U.S. Bureau of the Census). Forbes and Robertson (1967)
report on the use of quadrats in census operations. A more general approach is
given by Haggett, Chorley, and Stodclart (1965).

4' Census bureaus are the primary sources of information used in most economic-
urban geographic research. It is therefore very important to uhdsrstand the
rationale behind the types of information collected (Fay- and Klove', 1970), since
these data may as approximations (operational defirulions).of conceptual
iactors. Agg gations of unit characterfstics, suf as occupation-al groupings or
industrial classifications, should be considered,(Sweet, 1970) as well as the problem
of using census-defined unit ateas (see Morrill, 1969, and Abler, 1970)1 POtentially
important new sources of information are being; leveloped using airborne sensor;
(Cooke and Harris, 1970; Moore and Kellar, 1969).

The greater availability of all typ of information amenable to spatial analysis
has forced the geographer to consider seriously all aspectsof collection, storage,
and manipulatiolpf data in a systems framework, using the computer (Section 10). .
The, series of reports by Dueker (1966) addresses this area of overall data
organization. /.

ABLER, R. "Zip-Code Areas as Statistical Regions,'" The Professional Geographer,
Vol. 22,1976, pp. 270-274.

COOKE, R. U. and D. R. HARRIS. "Remote Sensing of the Terrestrial.
EnvironmentPrinciples and Progress," Transactions of the Institute of
British Geographers, No. 50, 1970, pp. 1 -23.

DUEKER, K. J. Spatial Data 'Sistems: -Organization of Spatial Data. (Urban and
Transportation Information Systems, Technical Report No. 4). Evanston, Ill.:
Department ,of Geography; Northwestern University, 1966. .

DUEKER, K. J. Spatial Data Systems: Systems Considerations.' (Urban and
Transportation Information Systems, Technical Report No. 5): Evahston,111.:
Department of Geography, Northwestern University, .1966.

DUEKER, .K. J. Spatial Datci Systems: Special Topics. (Urban and Transporta-
tion Systems,/ Technical Report No. 6). Evanston, Ill.: Department of
Geography, Noithwestern University, 1966:

FAY, W. T. and R. C. KLOVE. "The 1970 Census," The Professional Geographer,
Vol. 22, '1970, pp. 284-289:

FORBES, J. and I. M. L. ROBERtSON. "Population Enumajation on' a Grid.

17

C:0024
4



Square Basis:- The Census of Scotland, a Test Case," The Cartographic
Journal, Vol. 4, 1967, pp. 29-37. -
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REFERENCE: Section 4A. Kruinbein and Grlaybill (33 -34).

SECTION 9

THE GEOGRAPHIC, MATRIX

Once the information required for any problem has been collrted, how can one
organize it.most effectively for analytical, purposes? A matrix" formatmmonry

memployed, specially since the data is most efficiently stored in this ,fomi for - e
computer analysis,(Section 10). Two types -of geographic data: with different
matrix forms, can be recognized: an attribute,. matrix, of Older n-places by
m-attributes or characteristics of the places; qnd an interaction matrtx;bof ,order
n-placese by v-places Attribute matrices are most commouly, emptoyed
literature since they refer to easily available data in comparison to the inter -place
flows (of information, goods, money. peo,ple, etc.) itIdexed by the interaction
matrix"(Smith, 1970). .

Many of the regular lt,4tistical procedures can be re'ated effectively ,to this
matrix organization, for example; descriptive statistics (Section,'12)scan'be Viewed,
as the outcome of manipulations on any one of the columns of the matrix, while
correlation (Section 21) is 'the covariance of two" or more 'columns, Sinace Any
Column is a means in additiOn to the ma!) 'Of expressing a spatial flistributiatn, the
4IeVance of a matrix format is evident. Similarly. thegrOuPing of rows of the Matrix
can be likened to the process of classification/regionalizatiorl(Secmori 32).

,

Apart from this operational utility, the'matrik approaeh has certain benefits of a
. conceptual nature. For example, Berry (1964) wai., able to categorize much. of the
work in regional, geography using a matrix organization, a later- extension-of this
argument called for a synthesis of ,formal and functional regkonalizatio'n schemes
(terry, 1968). The conceptual framework employed in this ratter case was field
theory, originally ,develOped in psychology. S'ome diffIcultie's in translating these 1,

ideas in a geographic context are outlined by Greer.Wootten (1971).
The readings also include a reference to the use of matrices from an analytical

point of view (Gould, 1967), although matrix algebra itself, is a foundation /for ,

much work in multivariate statistics (SectiOn 24). Nyto also that Haggett and
Chorley (1967) have proposed. an alternative form or`the geographic matrix tR
'make it 'more 'relevant for model building the axes of their matrix are locational
relativity and topologicalgeometric form.

BERRY, B. J. L. "4pproache,s to Regional Analysis, A Synthesis," Annals, -AAAV.
Vol. 54, 1964, pp. 2-11.
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pp. 151-174. . . a

HAdGETT, P. and R. J. CHORLEY. "Widels, Paradigms and the New Geography,"
' ink..Chorley, R. J. and P. Haggett (eds.), Models in Geography. London:

Methuen, 1,9 7,"pp? 19-41. .

SMITH, R. H. T. " cepts and Methods i,n Corhmoditx Flow Analysis," EFonomie
Geography, . 46, 1970, pp. 404-416: .

TE!TZ, M. B. "Land Use Data C011ection Systems: Some Problems of Unification,"
Pdpers of the Regional .'cience Association; Vol. 17, 1966, pp. 1.79-194.,

REfERENCg: Section 4A. Krwnbein and Graybill (53-56).
- ,

SECTION 10

' COMPUTER APPLICATIONS
,

. s

,

The uses of punched cards as a means of ,recording and storing data are well

known (Melton, 1958). benefits are evident in terms of permanence and,
.reproducibility of original records and for speed, neatness,' flexibility, and accuracy
in manipulatidns. The general utility of computers in geographic research is
documedted, by Pitts (1962) Kao (1963), and Gould {1970), while Haggett (1969)
describe§-some of the implications for research. The effects on ordering in formatidn
( Sectin 8) have already been noted (see also Haieritrand, 1967, and Nordbeck,
1962).

There are two major applications of computers in geography: I') as an aid in the
raYid portrayal of informatiotkin the use of the online printer for mapping
purpo;es2for example, such as the SyMAP system (Ros!ing, 1969; Massey, 1970;
Douglas, 1971) Or the incremental plotter for line patterns (Kern and Rushton,
1969;_Monmonier,,1970),; and 2) for analytical purposes-2in correlation studies, for
example (Moninonier, l'971). in the latter case, it is worth noting that much of the

.current research using multivariate techniques would not be possible without access'
to high-speed computersfor example, factor-analytic studies of large data matrices

(Sections 24, 25, 26) and the lengthy iterative process of classification (Section 32).1
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Trend surface analysis (Section 30) shows the tlirect link between analytical and
graphic uses of die9'4'10'4er. ': 1-

Three departments of geography have produced useful sets of puter
programs: Iowa (Wittick,. 1968), Northwestern (Marble, 1967), an ichigan
(Tobler, 1470). In addition, there are two sources of on-going re arch and
publication: the State Geological Survey associated with the University of Kansas
(Computer Contributions), and the Department of Geography of the University -of
Nottingham, U.K. (Computer Applications in the Natural and Social Sciences).

In Section 4B, McCracken (1965) rand Organick (1966) present the basiC" ,

,elements of FORTRAN, programming, while Veldman (1967) lists many programs
relevant fo-.- iptiitiv,ariateOnlysis. ,
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REFERENCE: Section 5. Barry (387-389).

SECTION 11

SAMPLE DESIGNS AND METHODS
01P

The application of statistical methods in geography is intimately related to\sampling,theory, which deals with the problem of estimating characteristics of a
poptiatioi1 from values obtained from Measurement of a sample. A,population, or
universe, is any class of objects or events arbitrarily, defined on the basis of its
unique and observable characteristics, while a sample is a collection of objects
selected to represent a population. In certain field situations, and particularlyfra
geomorphology, the conceptual ,population may not be available for sampling,
therefore a target population must be defined (Krumbein, 1.960; Chorley, 1966;
Griffiths and Ondrick, 1968). In such cases, it is cleir thatany statements made,
about population characteristiss (parameters) from summily sample values (statis-
tics) will be affected by the degree of correspondence between target ,..and,

.A.Pconceptual populations. z

In contrast, the situation in most economic-urban geographic research that
uses areas (usually defined b the census) as sampling units, is one in which little, if
any, selection procels is applied. The conceptual population is then argued to be all
such sets of areas, at such a stage of economitedevelortient, etc., that might have
existed in the past or would exist in the future, as well as those existing in the
present! If the sampling unit is defined as a coordinate point location or a quadrat,
(or similar geometric unitsee Matern, 1g60; Holmes, 1970), the population
characteristic of interest is usually some continuous, feature such as land use, and
the procedures of areal or location sampling are appropriate (Berry and Baker,
1968; Hadfield and Oorzeske, 1966; Holmes, 1967).

Sampling is usually 'carried out with two purposes in Mind. I) to estimate
population parameters, and 2) to test a statistical hypothesis about the population. .,
The standard error is used in computations for both goals and is thtis an important
cor..ep,t. Imagine that a sample of quadrats is selected for measuring some attribute,
say the proportion of land under wheat. From the resulting set of proportions, a
sample distribution can be drawn up, usually graphically in the form of a frequency
diagram or histogram (Section 12). An indication of the average proportion
under wheat can be obtained by computing the aritlimeite mean e set of
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observations (Section 12). The question that then arises is. to what extent does the
sample mean (a statistic) differ from the true population- mean (parameter)9
Sampling theory provides an answer to this question by the followmg argument.
the single sample taken Is but one of the theoretically infinite number of such
samples, and for eath`of these samples an arithmetic mean could also have been
computed. The complete set of sample means could be arranged in a frequency
diagram, resulting in what is known as ,a sampling distribution. The standard
deviation (Section 12) of a sampling distribution is known as the standard error.

If the frequencies are viewed as probabilities of occurrence of values of the
sample mean, it is known that the shape of the sampling distribution has a
iiilcular formthe normal curve, a continuous probatlility function (Section 15).
Indeed, many sample statistics have a normal distribution eveii though they may be
derived from parent populations that are not normally distributed. Herein lies the
value of a correctly conceived and executed sample, since the full power of
parametric statistics can then be applied. For example, it is possible to place
confidence limits around the particular sample mean obtained, so that, at a
specified level of probability, the researcher may state that the 'true population
inian hes in such an interval. It seems that few geographers have utilized sampling
theory to the fullest in making estimates of population parameters. Rushton ( 1966)
illustrates the procedures. .,. .

The selection procedures used to draw a sample are extremely important. Most
statistical tests require that the sampling units were originally assigned some-
probability of selectionthe general case of probability sampling. If these
piobabilities, of selection were eq41 for all units, random sampling is employed.
Non-probability sampling (purposive or quota samples) may be necessary in certain
research areas in which there is virtually no knowledge of population character-
istics, and some non-parametric tests may be applicable in such situations (see
Section 18). i-

Sample designs can be viewed as sets of selection procedures, following certain
rules (sampling plan) established try the researcher. For example, if it is clear that a
population characteristic, such as slope angle, varies directly with a known factor,
such as lithology, then stratification can be applied (Wood. 1955). The sampling
fractiOn may or may not be equal for the different strata (a function of
.within-strata variability), but the design can only help ur reduce the standard error
of sample statistics, ile, to increase the precision. Note that the other primary factor
influencing precision, the size of the sample, would also be decided upon as an
integral part of t g `iample design, usually as a cost factor. Furthermore, in order to
estimate the 'porl- lion mean in this case, a weighted average olthe strata sample
meani would have to be computed. The lesson is that each sample design, and there
are many possibilities for invention in this respect, will require different means of
estimating population parameters.

The major use of sampling in geographic research has been to tesf. hypotheses,
(see Section 14), and this goal clearly places sample design Into a larger context.
The possibility of using certain tests depends intimately on selection procedures

"...
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used and on certain assumptions about the nature of ,the parent population from
which the sample was drawn It is clear that sample design and statistical design (the
type of analysis to be carried out) should be incorporated into an expenrnental
design hat ensures that the ultimate objectives of the research will be attained
(Krumbein and Miller, 1953; Krumbein, 1955. Haggett. 1964).

It seems that there are three main situations in which sampling is particularly
relevant in geogidphic research. First. many studies in economic and urban
geography (in whichsamplIng units are discrete entities such as manufacturing plants
or households) can dravi upon the substantial literature of sampling theory
developed by sociologists or economists. The use of standard references, such as
Yates (1960) or Kish (1965). paying particular attention to areallybased sampling
designs, appears to suffice in most cases. An interesting design, illustrating the
strong relationship between problem specification and subsequent stages of
research, is seen in the work of Hess, Riedel, and Fitzpatnck (1961). Most designs
in this area would be randomized.

In contrast, when dealing with continuously distributed phenomena, such as
land use, spatial sampling plans are called for. Berry and Baker (1968) have shown
that a sycternatic type of design (based on a gna scheme, but not regular in terms of
point locations within a cell) is the most efficient in such circumstances. In
sampling from spatially continuous phenomena, a problem exis4 in that the values
attributed tt) any one sample point are related to those of all surrounding points
(the spatial autocurrelation factor, see Section 29). Holmes (1970) indicates clearly
how this affects the failure of random selection procedures m location sampling.
Line sampling (the use of traverses) is also employed in some cases (Latham, 1963,
Haggett and Board,, 1964).

Finally, we might note that sampling procedures used in geomorphology
represent perhaps the highest degree of attainment in terms of specific designs
related to specific: problem areas. Griffiths and Ondnck (1968) illustrate the
different approaches, as well' as introducing methods of testirtg-W-hether a sample
distribution approximates an assumed parent population distribution (Section
15). Note that the population distributions of many geomorphic charactenstics are
known (see especially Krumbein d Graybill, l9655. Researchers in this area have
also investigated extensively therlproblem of operator variance (errors due to
different researchers measurinkObe slime phenomena) in isxpenmental settings
(Griffiths and Rosenfeld, 1954). Chorley (1958) has described this effect in
morphoinetric analysis:

General texts of value in sampling design and Methods are listed in Section 4B.
Cochran, 1963, Davis, 1971; Hyman, 1955, Moser, 1958; Webb et al., 1966.
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BELSHAW. D. G. R. and B. G. JACKSON. "Type of Farm Ateas. The ApplicatiOn
of Sampling Methods,"-Transactions of the Institute of British Geographers,
No. 38, 1966, Pp. 89 -93. \
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SECTION I

DESCRIPTIVE STATISTICS

Some Overall characteristics of a body of data can be represented by summary
measures, which are based upon manipulations of values of one attribute. For this
reason, these measures are also called univariate statistics. if the measurement
procedure resulted' in nominal or ordinal scales, tabular freq-bency counts are
usually made which can be represented graphically (bar-diagrams, pictographs, etc.).
With interval or ralio scales there is a continuum of such values so that it, is
necessary to form .eoups or classes to make up a frequency diagram or histogram.
Absolute or relative frequencies can be represented, and these values can also be
summed across the classes to form cumulative frequency distributions, or ogives.

Two main types of summary measures are calculated. 1) Meas. ures of central
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tendency, which describe the clustering of values about certain points, are theftrst,
type. For nominally scaled data, the modal class (cpntaining most observatiOns) can
be obtained by inspection. The mode is the most frequent vatueAn ranked data,
the median is an appropriate measure; it is the middle ranked value, so that exactly
half the observations are located above or below this point. The arithmetic mean
(sum of values divided by tile number of observations) is ibalaricing Point on the
continuum of valueis for interval or ratio scales. 2) Measures of dispersion, which
describe the spread of4 observations about the central value, are the second type.
The lunge indicates' the complete span, being the difference between maximum and
minimum valpes. Deviations of individual values from the mean are used to form
the most important measures of, distributions. If these deviations are summed, the
result wilYnaturalli be zero. This sum of deviations is known; as the first, moment
about the mean of a distribution (pi X)' /1'4 = 0). The second Moment (µ2
= X)2 /N) is the mean of the squared deviations about the mean, and is
defined as the variance.. The square root of this quantity is the standard deviation.

Many empirical frequency distributions have similar characteristics, so that we
may refer any sample distribution to some theoretical population distribution. The
normal. distn'&ution is the most important population distribution in statistical,
analysis; and in this case, for example, the mode, median, and mean have the same
location. Departures from the symmetrical (about the mean) bell-shaped curve in
terms of the shape of the distribution are called degrees of skewness. For example, -
if the median is greater than the ,mean, the distribution is said/to be negatively
skewed. Skewness may be measured by the third moment about the mean, wluie
the fourth moment :indexes kurtosisthe degree to which the distribution is
Strongly peaked (leptokurtic) or relatively flat (platykurtic) compared to the

0 4normal. . 0.

A direct link with cartography is seen in the graphic represettation..of data
values, and several references deal with the problein of specifying the most efficient
class interval (for example, Armstrong, 1969; Jenks, 1963; Mackay, 1955; Scripter,
1970. ) Mapping can also be carried out in terms of class intervals derived from the
standard deviation of the samfale distribution,(Yeates, 1965). The use standard
descriptive statistics in clirnItology is seen in the articles by Portig (1965) and
Sumner (1953), while a measure of relative variability for different attributes (die
coefficient of variation) is employed by Fuchs (1960).

Cumulative frequency distributions are illustrated in Berry's (1961) stud)y, of the
rank-size rule. Alexandersson (1956) also used,this type of graphic representation
an early study:of city classifications (see also Morrissett, 1958). Some of the 'indices
derived in destriplive studies (Section 13) are based on deviations from the mean,
and' similar measures have been einployed_ in classifications (e.g.,,Nelson, 1955).
Note that the validity of this approach depends ors the sample distribution having
characteristics of a normal curve. Descriptive measures are also computed' in
morphometric analysis (Clarke, 1966).

Finally;it should be noted that these summary statistics treat the setadvalues '
in a linear fashion, disregarding the locative elements. Much of jhe conventional
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statistical analysis, however, can be faulted in the same manner. Tobler (1966)
discusses the problems resulting from the two-dimensional aspect of geographic
data when measures refer more <properly to one dimension (such as time, for
example). Some research has treated, the problem of descriptive statistics for peal
distributions (Section 19).

ALEXANDER, J. W. "Location of Manufacturing: Methods of Measurement,"
Annals, AAG, Vol. 48, 1958, pp. 20-26. ,

ALEXANDERSSON, G. The Industrial Structure of American Cities. Lincoln,
Neb.: University of Nebraska Press, 1956.

ANDREWS, J. T. "The Analysis of Frost Heave Data Collected by B. H. J.
Haywood From Schefferville, LabradorUngava," The Canadian Geographer,
Vol. 7, 1963, pp. 163-173.

ARMSTRONG, R. W. "Standardized Class Intervals and Rate Computation in
Statistical Maps of Mortnality,"Anndis, AAQ, Vol. 59, 1969,pp. 382-39Q.

BERRY,,B;J. L. "City Size Distributions and Economic Development," Economic
Developmentand Cullum' Change, Vol. 9, 1961, pp. 573-588.1'

BERRY, B.J. L., J. WSIMMONS, and R. J. TENNANT. "Urban Population
sities: Structure and Change," Geographical Review, V.91; 53, 1963, pp.

9-405. r

CLARKE, J. I. "Morphometry (min Maps," in Dury, G. H., (ed.), Essays in
Geomorphology. London: Heinemann, 1966, pp. 235-274.

COURT,'Iei. "Temperature Extremes in the U.S.," Geographical Review, Vol. 43,
1953; pp. 39-49,i

DAVIES, D. H..and NUse in Central Cape Town: A Study in UrbarkOeography.
Cape Town: Longmans Southern Africa (pty .) Ltd., 1965. I;

DICKINSON, G. C. Statistical Mapping and the Presentation ofStatistie.s. London:

Edward Arnold, 1963.- t

DURY, G. H. "Analysis of Regional Flood Frequency on the Nene and-the Great
Ouse," Geographical Jpurnal, Vol. 125, 1959, pp. 223-229.

DURY, G. H. "Some Results of a Magnitude-Frequency Analysis ofPrecipitation,"
Australian Geographical Studies, Vol. 2, 1964, pp. 21-34.

FUCHS,-R. J. "Intraurbalt Variation o& Residential Quality," Economic Geography,.
Vol. 36, 1960, pp. 313-1,,325.

GEDDES, A. "Half a Century of Population Trends in India: A Regional Study of

F
et Change and Variability, 1881-1931,4' Geographical Journal, Vol. 98,

1941, pp. 228-253.
GEDDP,S, A. "Variability in Change of Population in the United States and

1. Canada," Geograp4icalReview, Vol. 44, 1954, pp. 88-100.
pREGORY, S. "Some Aspects of the Variability of Annual Rainfall over the

'British Isles," Quarterly Journal of the Royal Meteorological Society, Vol.
84: 1955, pp. 257-2622

, 30

j 90037



GRIFFIN, D. W. and L. W. BOWDEN. "Semi-Logarithmic Graphs in Geography,"
The Professional Geographer, Vol. 15, 1963, pp. 19-23.

HANNELL, F. G. "Climatic Fluctuations in Bristol," British Association for the
Advancement of Science, Vol. 12, 1956, pp. 373-386.

JENKS, g. F. "Generalization in Statistical Mapping," Annals, AAG, Vol. 53,
1963; pp. 15-26.

KRUMBEIN, W. C. "Comparison of Percentage and Ratio Data in. Facies Mapping,"
Journal of Sedimentary Petrology. Vol. 27, 1957, pp. 293-297.

LARRSON, "Distribution, of Albedo Over Arctic Surfaces," Geographical
Review, Vol. 53, 1963, pp. 572-579.

MACKAY, J. R. "An Analysis of Isopleth and 'Choropleth Intervals," Economic
Geography, Vol. 31, 1955, pp. 71-81.

MORRISSETT, I. "The Economic Structure of American Cities," Papers of the
Regional Science Association, Vol. 4, 1958, pp. 239-258.

NELSON, H. J. "A Service Classification of American Cities," Economic
Geography, &l. 31, 1955, pp. 189-210,

ONGLEY, E. D.rtrainage Basin Axial and Shape Parameters From.Moment
Measures," The Canadian Geographer, Vol. 14, 1970, pp. 38-44.

PORTIG, W. H. "Central American Rainfall," Geographical Review, Vol. 55, 1965,
pp. 68-90.

SCRIPTER, M: W. "Nested-Means Map Classes for Statistical Maps," Annals, AAG,
Vol. 60, 1970, pp. 385-393.

STEPHENSON, R. A. "On the Use of Grain Size Analysis in Geomorphological
Studies," The ProfessionalGeograAer, Vol. 22, 1970, pp. 200-203.

SUMNER, A. R. "Standard Deviata of Mean Monthly Temperatures in Anglo
America," Geographical Review, Vol. 43, 1953, pp. 50-59.

TOttLER, W. R. Nunierical Map Generalization and Notes on the Analysis of
GeOgraphical Distributions. (Michigan Inter-University Community of
Mathematical Geographers. Discussion Paper No. 8). Ann Arbor, Mich.:
Deparinient of Geography, University of Michigan, 1966, 26 pp. and 17 pp.

WEAVER, J. C. "Crop Combination Regions in the Middle West," Geographical
Review, Vol. 44, 1954, pp. 175-200.

WEAVER,. J. C. "The County as a Spatial Average in Agricultural Geography,"
Geogngphical Review, Vol. 46, 1956, pp. 536-565.

YEATES, M. H. "Some Factors Affecting the Spatial Distribution of Chicago Land
Values, 1910-1960," Economic Geography, Vol. 41, 1965, pp. 57-70.

SEE ALSO: Section 2. Duncan, Cuzzort, and Duncan (1961).

REfERENCE: Section 4A. Gregory (1-44); King (13-30); Krumbein and Graybill
. (63-74).

Section 5. )harry (390-400); Chorley (14-325); Strahler, 1954
(4-6).

'31

f?.!.4)0(1361 ti



SECTION 13

INDEX CONSTRUCTION

Many descriptive indices have been denyed in geographic research in liclerlo
summarize particular facets of a problem. Some are- related to the grocedures
described in the preceding section; Lewis' (1966) level-of-living indix is iSasedkipon
the mean and standard deviation, for example, while McEvoy (1968) used Tanking

°techniques. One of the better known indices was.computed by Weaver (cited-in
Section 12) to describe the mixing of crop. types in counties. it is also based on
ranking and a comparison of actual proportions with ideal sets, by means of
deviation scores. The method can be applied to any situation where relative
proportions are organized in discrete groups; for example, industry groups (Johnson
and Teufner; 1968), It has generated much criticism, however, both on substantive'
andmethodological-grounds (see Hoag, 1969; L. J. Johnson, 1969).,

Some indices attempt to compare a region's share in some attribute; for
example, employincnt in a type of manufacturing industry with its share of some
basic aggregate. Location quotients and various coeffi 'ents of localization attempt'
to describe this concept (Britton, 1965). Similar .reasom g applies to several indices -

of segregation developed in social geography (Clarke, Or Timms, 19,65: Duncan
and Duncan, 1955). Cumulative frequency distributions ale used to define Loreni
curves for computing indices of diversification or concentration (Berry, 1959;
(kidding, 1963; Kuklinski, 1965; Krumme, 1969; I. Johnson, 1967). Many
problem areas require indices that havg not been employed before. One example of

' this isWong's (1969) c.oeffi bient of choice-perception. /
A major difficulty with tfiese descriptive measures isiharlhey'often do not lead

anywhere, they are specific to a problem and cannot be'generalized. Methodologi-

cally, they suffer because the sampling distributions of such measures are not
known; it therefore is not possible to associate any probability statements with
particular values. Two exceptions to this rule exist. First, the Gini coefficient,
derived froth Lorenz curve analysis, is related to a statistic, that has a normal
distribution (see King,. p. 115).Second, a measure of regional homogeneity,
originally produced by Sherr (1966) has been reworked by Radhakrishna and
Subba (1968) who show thi; it is Jelated tcjthe chi- square distribution (Section

16).
In' the list of references, some iork on opertional definitions of difficult

concepts is also presented; for example, discussions of measures of shape (Boyce
and Clark, 1964; Lee andaliee, 1970) and of the definition of drainage basin axis
(Abrahams, 1970; 0 ey, 1968).
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( SECTION 14 )..

TESTINGSTATISTICAL Hi'POTHESES:
`' GENERAL CONSIDER,ATIONS

In order to reach an objective decision about,sesearch hypotheses, a set of rules
neede'd. The decision will be based on the ouic' omes of the sample and the risks,
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the investigator is willing to take, in making an incorrect decision. The particular
sample of values is, of course, only one of a theoretically infinite number of.
samples of the same size from the same population. The complete set comprises the
sample space, and in testing situations, this space is partitioned into two regions: a
region of acceptance, and a region of rejection (or critical region). The decision to
accept or rejbct is always made with respect to the null hypothesis (Ho : the
hypothesis of "no differences "). If it is rejected, the alternate hypothesiS (H1) may
be accepted. may be regarded as the operational statement of the research
hypothesis:

Two types of error are possible for the-decision taken. If Ho is actually true and
it is rejected, then a Type I error has been made. This is generally referred to as a,
the' coefficient of risk, significance level or size (of the critical region. A Type IIa
error 43) occurs when Ho is accepted when in fact it-is false. The power of a test
defined as --f3): the probability of rejecting Ho when it is false. Obviously, the
Type II,,error ould be minimized as Much as possible. The power is related to the
type of statistical test chosen, but generally it increases with a large,r sample size.
Alternatively, the size of the sample can be determined by a consideration of the
desired power of subsequent tests, indicating once again-the linkages between all
stages of experimental design.

go-

The rather formal procedures for carrying out tests of hypotheses can beilisted
iin a number of stages:

(I) state the null hypothesis (Ho), and the alternate hypothesis;
(2) choose a statistia test of Ho , staling the assumptions of using the related

statistical model;
(3)' specify a significance level (q);
(4) establish the relevant test statitic, which involves 'finding the appropriate

sajupling distribution;
(S)'define the regibn of rejection; ,

(6) compute the value of the lest statistic, using the sample values. If the computed
value is greater than the tabulated value for the degrees of freedom associated
with the test (a concept related to sample size), then the null hypothesis can be
rejected. One can then makelaerences about the nature of the relationships
implied in the research hypothesis for-the population, keeping in mind the
chosen significance revel. Note that any inferences must be based on
substantive reasoning with respect to the theoretical framework of the
problem.

In addition to the normal distribution, there are three sampling distributions
(based on samples from the normal density) which are used primarily in test
situations: (Student's) t, (Fisher's) F, and the chi-square (x2) distribution. The
tdistribution is used in tests where sample means for two regions (or two subsets of ,

unit areas, of two troups.in a sample of households, etc.) are being compared.,The
null hypothesis in such a case would be stated as ,H0: #1 = #2 ; i.e. there is no

, difference between the population means in the two regions. he null hyplithesis is
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always stated in terms of population parametrs. This test will have little value if
the variances in the two regions are significantly different, since extreme values
seriously affect the effectiventss of the arithmetic mean as a measure of central
tendency. Usually, therefore, one tests for differences in the variances of the
regions first of all, and the F-distribution is used in this case.

Examples of the appliCation of there tests in the literature are given in Mackay
(1967), Rushton (1966), Rushton, Golledge, and Clark (1967), and Swan (1970).
The importance of a sound sampling basis for these procedures and the overall
relevance of' statistical testing in geographic research are underlined by Gould's
article (1970). Other specific examples ofests are given in Sections 16 and 17. The
Procedures outlined here are applicable, hos'vever, for any work in which questions
of significance (differences, relationships, etc.) are involved, as in correlation or
regression studies (Sections 21 and 27).
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REFERENCE: Section* 4A. Gregory (115-132; 139-150); King (67-68),
Kriimbein and Graybill (140-143).
Section 5. Barry (404-410); Chorley (331-335). Strahler, 1954
10,16).

SECTION 15

TESTING THE FORM OF DISTRIBUTIONS

As, indicated in the/section On sampling, for many statistical tests the sample,
must have been drawn at random from a population with a known probability
distribution, often the normal distribution. A number of procedures are available
that test whethei the set of sample values obtained approximates an expected or
theoretical distnbution. Some of these are basically graphic and desenprive. they
are referenced in this section. although a more forMal statement of tests of
hypotheses was presented in Section '14: One example of graphical methods is seen
in extreme value analysis, especially important in climatology and hydrology
(Gumbel, 1967, Court, 1953, Dury, 1964) where "log- Gumbel" probability paper is
usedsee also Gumbet, 1958 in Section 4B).

Tests of normality are rqos-t -.ommon in the literature. Graphical procedures are
also involved here, anthrneric or loganthnuc probability paper is employed, and
cumulative relative frequencies are plotted against class mid- points. The closer the..
resulting set of points to a straight line, the closet the distnbutionis to normal
(Strahler, 1954, Chorley, 1966). An improved version of this method is to
construct a tractile diagram. which essentially places a confidence band around the
theoretical straight line (Thomas, 1967, Gibson, (970, Tiedemann, 1968). Other

__tests are numencal, based on the concepts of statistical inference (see Section 14).
A common test relates the observed frequencies per class with those expected if the
sample was drawn from a normal distnbution. The theoretical frequencies are
obtained from tabulated probabilities of a standard normal curve (with zero mean
and unit variance), and the relevant test statistic is chi-square (Maxwell. 1967:
Note that all these methods depend on some pnor definition of.class intervals-
usually an arbitiary process. test that circumvents this difficulty has,keen denved yy
by Snedecor, it uses moment ,measures of the distribution and is based on the/.
t-statistic (Section 14). Berry and .Tennant (1965) illustrate the use of this test.
Note that if the results of Tests indicate that the values are not drawn from a normal
population, the researcher may choose to transform the data (commonly kising
logarithms) or to use nonparametric methods of analysis (Tanner, 1959).

Other references cited in This section are concerned with tests of the
goodness -cf fit of sample distnbutions with those expected from some theoretical
model -for example, in teractance models (Mackay, 1958). The distribution of
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distences moved in migiation, or distances separating marriage partners, are also
expected to take on certain forms, and samples can be tested (Morrill and Pitts,
1967; Moore, 1971). Dacey (1964) tested the outcomes of a probability hiodel,
using a modified form of ths,Poisson distribution, a discrete probability function,
to generate expected frequencies of points per quadrat (see also Section 20).
Finally, we might note that it is not uncommon that a given set of sample values
approximates closely several related population distributions. Quandt (1964) has
addressed the problem that then arises. how to choose the best fitting distribution.
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SEE ALSO: Section 11. Griffiths and Ondrick (1968).
Section 12. Court (1953); Berry, Simmons, and Tennant (1963); Dury
(1964); Ongley (1970).

REFERENCE' Section 5. Charley (325-331), Hart and Salisbury (152), Strahler,
1954 (6-9).

SECTION 16

,f. \
OTHER CHI-SQUARE TESTS

...
..

The chi-square statistic is often, used in testing the outcomes ,of theoretical
models where observed and expected frequencies are involved. Besides fitting
samples to theoretical distributions (ds described in Section 15), probability models
can also be tested in this manner (Brush and Gauthier, 1968). If the F-test of The
equality of variances in two regions, for example,, s extended to the cease of k
regions or groups, a chi-square statistic is involved. The test is known as Bartlett's
test of the homogeneity of variance, and is a necessary assu n in the analysis of
variance (Section 17) and covariance (Sectionr28):Ihe arti s by Maxwell (1967)
and King (1961) include this test.

More commonly, chi-square tests are, used in non-parametric situations (Section
18) when data are measured on a nominal scale. Two (or more) classifications of
unit areas are thus involved, and the3;1"seelcs to establish whether or not the
classifications are independent. The first step is to establish a contingency table (of
r-rows by c-columns)'by forming a cross-classification of the areas. If the two
classifications are independent, then the expected cell frequencies are a product,of
the respective row and column probabilities, this statement has a theoretical basis ifs
the concept of 'a joint probability function. These expected frequencies art,
computed and compared to the observed frequencies in a particular way, and
summed to produce a value of chi - square. This computed value is compared to the
tabulated chi-square, with (r I) ,1(c I) degrees of freedom, enabling one to accept
or reject Ho. 4

. This method is employed often in questionnave analysis (see Baumann, 1969.)
A related statistic, C, the contingency coefficierf Which varies between 0,and 1,is
often computed at the same time -(Carey, Macomber, and Greenberg, 1968;
Friendly, 1965); as well,as other measures of association such as lambda, gamma,
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etc. Problems of interpretation arise when thee number of ,cells with expected
frequencies of less than 5 is large, and when the contingency table is larger than
2 X 2. The first difficulty is usually resolved by reclassifying the data, while the
second can be eased appreciably because of the additivity property of chi - 'square.
Maxwell (1961), cited in Section 4B1 shows how the total chi-square value can be
partitioned as a series, of 2 X 2 tables as a result of this property. Ray (1965)
illustrates this method.

The general utility of the chi-square distribution in regionat,:stildies has been
discussed by Mackay (1958) and Zobler (1957). A novel use of the revealed
probability levels associated with different values of chi-square is presented by
ICellman and Adams (1970) in their constellation diagrams of the linkages between
categorized variables.
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SEE ALSO: Section 10. McGlashan and Bond (1970).
Section 13.4memiya (1964); Clarke (1971).
Section 14. Kidg11961).
Section 15. Maxwell (1967).

REFERENCE: Section 4A. Gregory (151-166); King (81-82); Krumbein and
Graybill (171-189).

"ection 5. Barry (413-415); Hart and Salisbury (129-133; 135
136); Strahler, 1954 (9-10).

I
SECTION 17

ANALYSIS OF VARIANCE .*

4.

The analysis of variance, in its simplest form, essentially extends the west of
significant differences in means for two regions to the lc:region case:The null
hypothesis is then written as Ho: tit = 122 = . . . and the test statistic used is
based on the F-distribution. .ithe analysis introduces an important concept in

statistical inferencethe partition of total variance into, component parts. In the
single-factor case, the two components are within;group (or region) and between-
group variance. Note that there is then assumed to be no interaction between the
groups.

The method assumes that the samples. are drawn from normally distributed
populatiOns, and that within-group variance does not differ significantly from
region to region. If the first assumption is not met, transformations can be applied
to the sample values (Krumbein and Miller, 1954). The second assumption
(homoscedisticity) is treated by Bartlett's test (Section 16); if it is fulfilled, the
only way that a significant variation can exist from jegion to region is if the group
means lie at different eleva4ions. An, example of a single-factor model is presented
by Knos (1962) in his study of urban sectoral variations in land values. The validity
of regional divisions can alsq be examined in this manner (Zobler, 1958; Laut,
1967; see also Section 33), as well. as hierarchical classifications of settlemept as
expected in central' place analysis (Mayfield, 1967). The technique also has
considerable utility in examining sources of variation (Davis, 1971).

In addition, the analysis of variance can be extended.to include other factors.
For example, Murdie (1969) constructed a 6-sector X &zone grid for metropolitan
Toronto in order to examine concentric and zonal models of spatial variation in
urban social structure. The sector X zones (1st order) interaction effect Mild then
be interpreted as indicative of the notion of nucleatiOns within the overall patterns.
This type of two-factor model has also been used by Timms (1971) and discussed
by Johnston (1970).
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It is clear that the number of factors could be increased, but difficulties in
interpreting 1st-order, 2nd-order (etc.) interactions also increase. The value of these
more complex models is great, however, as long as a firm grasp otr the, theoretical
implications is maintained. Boyce's (1965) analysis of urban travel patterns is
exemplary in this respect. A comprehensive review of different models is presented ,
by Krumbein and Miller (1954), and the obvious relevance of the analysis for
questions of experimental design is discussed by Krumbein (1953). Operator .

variance can also be evaluated in this context (Hill, 1968).
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SECTION 18

NON-PARAMETRIC STATISTICS

When mqnsurement is carried out using nominal or ordinal scares, most
parametric tests cannot be applied, so that a number of tests have been devised for
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this situation. Since no assumptions are rhade about the nature of the population
distribution from which the sample was drawn, these melhods are also called
,!`distribution-free." Non-parametric methods are particularly useful wen
size is small (Haggett, 1961); in fact, regular statistical methods cannot be used with
small samples unless the population distribution is 'known exactly. If all the
assumptions of parametric methods are fulfilled and if the measurement is of the
required level, the non-parametric tests are wasteful of data. The degree of this
difference is expressed by the'power efficienCy of the non-parametric yst, and the
distinctions can be virtually eliminated by increasing sample size.

There are many tests in this category: Siegel, ,195.6 (cited in SeclionAB) covers
most methods. Useful reviews of the teclugqiies are presented by Keeping (1967)
and French (1971). Most parametric tests have non-parametric equivalents; for
extrnple, in testing for differences between measures of central tendency in two
regions, the non-parametric test involves the median. Analysis of variance for the
k-region case (the ICruskall-Wallis test) is illustrated by Fenwick (1965). Measures of
association Include contingency analysis using the chi-square statistic (Sect 1

for nominal data, while correlition coefficients (Section 21) can be_computedWg
ranked data. For example, there are two coefficients of simple correlation:
Spearman's rho (Bucklin, 1966; Sternstein, 1962; Wood, 1967) and Kentall's tau
(Cox, 1969; Golledge, Rushton, and Clark, 1966). A ,coefficient of multiple
correlatidn is also available: Kendall's coefficient of concoitance (co).

The Kolmogorov-Smirnov test has been empldyed often in distribution-fitting
(Section 15) when the saniple lize is small (Dacey, 1968). An associated statistic,

is also very useful. for those cases in contingency analysis where chi-square
cannot be used because the number of cells with expected frequencies of less than 5
k Age, and where reclassification would remove much detail in the classification.

n all KS tests, the cumulative proportions are used, and the maximum
difference in the two sets (Dmax) is known to be distributed as chi-square.

-.Johnston (1966) illustrates these procedures.
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REFERENCE: Section 4A: Gregory (181-183); King (84).

SECTION 19

GEOSTATISTICS

The term geostatistics is used to refer to two main channels of research into
methods of applying linear statistics to areal distributions. The first approach,
centrOgraphy, has the longest tradition, centers of gravity of tlig populations of the
USA and the USSR° attracted much interest in the first two decades of this cent*
(Sviatlovsky and Eells, 1937). Bachi's work (19570963) revitalized the subject and
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added important measures of dispersion (the' standard distance, a bi-variate
equivalent to the standard deviation) to the existing measures of central tendency.
In the latter case, there was some confusion over the arithmetic-mean center and
the median ceriter (Hart, 1954), which was settled in the debate over the "point of
minimum aggregate travel" (Porter, 1963, 1964; Court, 1964).

The second tradition is embedded in attempts to physical laws in the
study of social phenomena, evidenced in gravity models and in social physics. ;he
latter research is associated with the work of Stewart and Warntz (198, 1959) and
Warptz's subsequent development of rrtacrogeography (1965, 1967). The main goal
of macrogeographic analysis is to examine the role of distance in understanding ,
regularities in aggregates of socio-economic data, and to this end potAtial models
are employed. Neft (1.966) has summarized much of this work and integrated it
with the measures derived in centtography.gBesides descriptive statistics, Neft has
also discussed measures of areal associatioi1

'Geo'statistical methods are not reported frequently in the literature, although
Wolpert (1967) has emphasized the value of the median center and model cenler of .
migration fields in developing appropriate parameters for the analysis of spatial
flow phenomena. Finally, the solution of the Weberian "location-triangle" problem
in economic ge5graphy utilizes similar.iapproiehes to those employed' in geo-
tatistics; see, for example, the contributions by Kuhn and Kuenne (1962) and

Cooper (1967).
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Ate,

SECTION 20 .

POINT PATTERN. ANALYSIS

.
The spatial distribution of points in a study area is analyzed by a set of

'techniques that were originally developed in plant ecology (Greig-Smith, 1964).
The general' forniat of these methods is that the observed set is compared to the
theoretical set of points that would, be generated by one of a number of probability
processes. For example, the Poisson distribution can be used to generate an
expected 'point set that is randomly distributed, while the negative binomial

, function is thought to generate a clustered set. The technical details of applying
Harveythese functions can be appreciated by reference to H rvey (1967). A useful listing

1..7, .
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of most of these probability models, with comments on parameter estimation and
the availability of published tables, is given by McConnell (1966).

The primary qug,stion in this research area is: to what extent can the observed
set of points be described as regular, random, or clustered? There are two
approaches to answering this question: 1) quadrat counts and 2) point-to-point
distance measurements., In the rust case, a grid is laid over the study area, and the
frequency. of cells that contain 0, 1, 2, .... points is tabulated (Getis, 1964;
Harvey, 1966). This observed frequency distribution can then be compared to a
theoretical one, derived perhaps from: the PoiSson process, in which case
randomness would be testeclAnde-t:ce in assumptions. concerning the inde-
pendence of point allocation to cells,c -square test is applicable. We may note
two prollleins in ibis method: a) thb parameters used in the probability functions'.
generally involve some estimate of the density of points per unit area; and b) the
quadrat itself can be of varying, size, so that diffelent conclusions may be reached
about °the 'randomness of the distribution. In the first case, it is clear that an
adequate specification of the study area boundary is necessary (Hsu and
Tiedemann, 1968), although recent work- in pattern recognition (Hudson, 1969) ,

may identify sub-areas within a larg#,region in which the measures can be applied.
Distance measures have been developed from nearest-neighbor statistics used in

ecology (Clark ,and Evans, 1954) generalized 4s order-neighbor distances by
Dacerfiee Dacey and Tung, 1962, who also describe the regional-neighbor
approach). The method involves computation of the mean distance and associated
variances for, each order,, and comparison of these to expected distances. For
example, under the assumption- that the first-order d'is'tances are drawn from a
normal population, a density dependent expected 'Mean can be derived. Random-
ness can then be tested using the standard normal curve. Alternatively, a ratio of
observed and expected mean distances can be computed.(R: the nearest neighbor'
measure). The range of R is from 0, indicating complete clustering, to 2.14 for a
hexagonal, most regular, pattern. If R= 1, the distribution is said, to be random.
This measure is illustiatedin the studies by King (1902) and Barr et al. (1971).

Only a sample of the literature is given in) the g; see King's survey of the
field. Although settlement patterns have been them focus of empirical studies, it
is clear that any distribution that can be repTese ed as a set of points.can be '
evaluated using these methods; see, for example,the e for dnindins, Smalley and
Unwin (1960 and Trenhaile (1971). The ini-Plifit hope that analysis of poidt
patterns would lead to greater understanding of pr sses generating the patterns
has not been fulfilled. Indeed, Harvey's work (1966 indicates that any-attempt to.
understand process frbm form analysis is likely t4,beself-tiefeating. In this sense,
then, the, great amount Of research effort expendedin the analysis'of point patterns
has not had any positive substantive, feedback for thd discipline. On the, other hand,
Dacey's contribution to spatial stochastic process modeling is exemplait, in pointing

7-"' up the _evolution of geography toward a theoretical discipline.

"kos °
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Section 18. Dacey (1968).

REFERENCE: Section 4A. King (87-9,2; 98-10D.

SECTION 21

CORRELATION

In correlation studies' the emphasis is on the interdependence between two or

more variables, with no implications of functional relationships. In terms of the
matrix organization of geographic data, the researcher would be concerned with

companng two or more columnsexamining the covariations of two oynore spatial
distributions. It is worth noting that this measure can be derivecf directly from
probability theory, covariance has a specific interpretation in this respect. If two
random variables, say X and Y, are independent, then the variance of their sum is

, equal to the sum of the respective variances.: Var(X + Y) = Var(X) + Var(Y). This

expression is modified by the addition of the covariance term (Cov(X,Y)) for the

case of dependent random variables. Note that the covariance of a variable with
itself is the variance. Cov(X,X) = 4. The population correlation (p = rho) betvieen

X and Y is defined as p = Cov(Zx,Zy). where Zx and zy are the standardized
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variables 'for X and 'Y: eg. Zx -= (X; --ux) I `oz. Alternatively, one can *rite
P= Cov(X,Y)l czar

The sample correlation coefficient (r) expresses the *degree of association
between two variables, and it has-a range. from 1 (a peffect negative or, inverse
relation) to +I (perfect positive or direct association). The coefficient, then,
expresses both magnitude and direction of association. do the assumptiork of a
random sample bivariate normal population distribution, the research
hypothesis of a tignificant association may be tested (r-timily, Ho . p = 0) by means
of a test. It is also possible to ttst for significant differences between the
correlation coefficients of two regions (Ho Pi = P2) by means of a transformation
and reference to the standar.d, normal distribution; see Thomas, 1962 (cited in
Section 27), who uses the test for different time periods. The square of the.
correlation coefficient, r;, is known as the coefficient of determination, and it
measures in a general sense the proportion of total variance that the two variables
have in common. It is more correctly derived as a particular ratio of components of,
variance in regression'problems (Section 27), but in, empirical studies it is usually
reported as a percentage, or as the level of explained ViliathX1._

Thus far only the bivariate situation has been described. With more than two
variables,. two alternative approaches are possible. First, the researcher may wish to
compute all possible pair-wise correlations from a set of in attributes. In this way, a
new matrix of intercorrelations (order in X m) can be derived fpr further analysis,
as by means of factor analysis (Section 24); see, for example, Berry (1963) and
Norman (1969). Second, a multiple correlation analysis may be carried out. In this
case, the coefficient of multiple correlation (R) indicates the degree to which two
or more variables relate to a third. For example, Ry.x z is the multiple correlation
coefficient of X 'and Z RI; is defined as the coefficient of multiple
deteimination,

In =drink correlaliorr studies it is also instructive to measure the associa
. bit

between any two variables, with the influence of other variables sheld constant
statistics*. This is achieved by the partial correlation coefficierits, which are
usually denotid as follows: if three variables are involved (eg. Ry.x- z), flare
are three partial correlation crieffiients: ryi.x and rxi.y. The fust,Inceicating
the association t3tween X anti Y with the Influence of Z held constant, may be

; different even in sign from ryx, the simple correlation coefficient. Note that partial
correlation coefficients have been. used in two major contextsin causal analysis

. (Section 23) and in step-wise 'pegrssston procedures (Aangeenbrug, 1968; see also
.Section 27). A standard text on carijatied.find regression methods is Flakiel and
Fox, 1959 (cited in Section 4B).

In geographic applications it seems that-most studies do not necessarily fulfill
the assumptions for the 'testing of .hypotheses.Instead of using a comp
infirential framework, then, correlation studies appear to be mostly descriptive; for
example, in comparing different measures of manufacturing (Alexander and
Lindberg, 1961; :Leigh, 1969; Wong, 1968). Also, it is useful to examine ,

correlations to further understanding of any regression analysis that is subsequently .
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carried out (Am rose, 1-970). A more explicit representation of this approach is
seed in the d rrung of correlation bonds (Melton': 1958). Smith (1965),

illustrates an int tang application of correlation analysis. The matrix' is
transposed (reversal of rows and columns) and correlations computed between areal
units (towns in the study) in order to classify them by means of cluster analysis

(Sectiop 32).
Difficulties in applying this technique in geographic research stem from the

different sues .of areal units. as might be expected from previous statements made
about the influence of the aggregation effect. One solution-weighting the
calculations by the areas involved-was proposed by Robinson (1956). Thomas and

Anderson, (1965) present an inferential framework on more ,general grounds than
those used by Robinson, but there are still a number of ptions involved that

inhibit a general solution. More importantly, the shape orientation of
two-dimensional collection units cannot be handled by such methods urry (1966)
raised this question and generated much research on the way in Nithicli administra-
tive units effectively filter out characteristic frequencies in the data. Spitial filtering
methods attack this problem directly (MacDougall, 1970), and references in
Sections 22, 29, 30, and 31 are all pertinent to the problem.
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THOMAS, E. N. and D.- L. ANDERSON. "Additional Comments on Weighting
Values in Correlation Analysis of Areal Data," Annals, AAC, Vol. 55, 1965,
pp. 492-505.

WONG, K. Y. "Correlation Analysis of Criteria for the Measurement of Manufac-
turing in 'Melbourne," Tfe Australian Geographer, Vol. 10, 1968, pp.
5 t5-519.

SEE ALSO: Section-1. McCaity and Salisbury (1961).
Section 10. Monmanier (1971).
Section 13. Conkling (1963).
Section,15. Gibson (1970).
Section 17. Caine (1968).

REFERENCE: Section 4A. Gregory (167-181); King (130-135; .141-152);
Krumbein and Graybill (234-239; 295-299).
Section 5. Barry (415-417i 420-421); Chorley (349-356); Hart
and Salisbury (150-152; 155); Strahler, 1954 (23-24).

SECTION 22

ECOLOGICAL CORRELATION

I
_ Data on individuals, aggregated into a set of basic areal units such as counties,
form the basic input for many geographic studies. Variations between areal units,
analyzed in a number of ways, can then be used to make inferences about area
structure or the structure of characteristics of areas (Beshers, 1960). This would

appear'to be a primary level of description (no matter how advanced the techniques
employed) concerning spatial distributions or arrangements, and it naturally does
not allow the researcher to make any statements about processes thought to lead to
the ollserved -patterns. Process, in most studies, is interpreted as the outcomes of
sets of decisions, made by individuals or groups, with differentiated locational
'impacts on an'existing spatial distribution.

The question that arises at this juncture is: can inferences about individual-level
behavior (F-- process) be made from observed-variation inVrms_of unit areas? This is
the problem of ecological correlation. The recent volume edited by Dogan and
,Rokkan (1969) is particularly recommended for a series of articles'on aspects of the
problem (Allser,1,969; Valkonen, 1969). Certain assumptions are necessary to allow

the transfer Of inferences across the scale difference, but Valkonen illustrates how
this appears to be especially a function of areal unit sizethe larger the area the
higher the ecological variation and the higher the ecological correlation compared
to individual correlation. Clearly,. the effect of different-sized units is methodo-
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?ogically related to the problem of modifiable units (Section 21) and to filtering
techniqUes used in trend analysis (Tobler, 1969, cited in Seition_30) and in space
series analysis (Casetti, 1966, cited in Section 31). Substantive interpretations,
however, differ considerablyat least as reported in the literature, A careful sorting
out of theoretical and methodological elements is demanded in zeading this
literature.

In order to test adequately the applicability of this idea, a strategy is needed
whereby individual data, referenced by locational coordinates,s available (a rate
situation) and different aggregation factors can be applied to it. Goheen, 1970,(cited
in Section 26) has presented a series of tables of factor' structures (Section 24) for
the city of Toronto over four time periods (pp. 139, 158, 174, 207), based on
individual and areal aggregations of the same basic information. At the small scale
used in his study, Goheen concluded that there was little difference ,in the results,
i.e. ecological and individual correlations were relatively congruent.

MACER, H. R. Jr. "A Typology of Ecological Fallacies," in Dogan, M. and S.
Rokkan (ds.), Quantitative Ecological Analysis in the Social Sciences.
Cambridge; Mass.: M.I.T ;Press, 1969, pp. 69 -86. -
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Social Sciences. Canbridge, Mass.: M.I.T. Press, 1969, pp. 41-51.
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38, 1960, pp. 341-348.
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VALKONEN, T. "Individual and Structural Effects in Ecological Research," in
Dogan, M. and S. Rokkan (eds.), Quantitative Ecological Analysis in the
Social Sciences. Cambridge, Mass.: M.I.T. Press, 1969, pp. 53-68.

SEE ALSO Section 21. Cucif (1966).

SECTION 23

CAUSAL ANALYSIS

4

0

In empirical studies, the control of independent variables possible in laboratory
situations (holding other factors constant) is not feasible, so that a particular
methodology to establish Causal connections between factors has been derived,
largely due to the arlc of Blalock, 1964 (cited in Section 4B). The technique is
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based upon the partial correlation coefficients; for examplewhen a causal link
between factors X and Y is expected and rxy.z = 0, the product r z z can be used
to predict rxy as an expected simple correlation. This expected correlation pan then
be compared to the computed coefficient, providing an indication of the adequacy
of the causal model. The lack of any causal connection between factors is expressed
by rxy = 0, and this can be compared directly to the observed correlation.

Cox (1968) has illustrated this techniquein a study of suburban voting behavior,
in which th inadequacies of an initial model. are treated by thei development of a
better causa situation with different linkages. Criticisms of this article point out

. two major difficulties in applying the method in geographic research: 1) Taylor
(1969) indicates that the researcher must apply extreme caution in the statement of
relevant causal linkages; and 2) Kasperson 0 969) shows that the transition from
theoretical background to empirical operationalization has to be carefully
evaluated.

CAPECCHI, V. and G. GALLI.. "Determinants of Voting Behavior in Italy: A
Linear Causal Model OrAilalyiis," in Dogan, M. and .S. Rokkan (eds.);
Quantitative Ecological Analysis in the Social Sciences. Cambridge, Mass.: .

M.I.T. Press, 1969, pp. 235-283. . -
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Annals, AAG, VOL 58, 1968, pp. 111-127.

COXtK. R. "Comments in Reply to K'asperson and Taylt)rjAnnals, AA , Vol. 59,
. 1969, pp. 411-415.

KASPERSON, R. E. "On Suburbia and Voting Behavior," Annals, AA , Vol. 59,
1969, pp. 405-41 1.

TAYLOR, P. J. "Causal Models in Gecsraphic Resiarch," Annals, AAG, Vol. 59:
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SECTION 24

FACTOR ANALYSIS AND PRINCIPAL COMPONENTS
ANALYSIS: AN OVERVIEW

A variety of methods can be described under the general heading of factor
analysis. They gre all coneerned, with the- relationships that exist between sets ef
variates;,..in other words, interdependencies among a set of attributes are the major
concern.lhis has already been noted in the case of correlation studies, where an
underlying concept was thecextent to which two or more variables shared a
common amount or the total variance between them. Factor analytic techniques
seek ,a further answer to questions raised in this context: given a large \number of
variables,is it possible to describe composite 'variables, fewer in number, perhaps

57 ,

fig.(;)64



r

uncorrelated with each)ather, that summarize the known degree of redundancy that
exists hi the larger set? Factor analysis does provide an adequate answer to this
question band one of a number of techniques usually grouped together in
multivariate analysis. The sampling assumptions are rather more restrictive for these
analyses, and geographic research has tended to shy away from any inferential
questions in .this context. Thus factor analytic studies tend_tp, be largely descriptive
of regional structure.

Two forms of analysis domin ate the field: principal components (Section 25)
and factor analysis (Section 26). The differences between the two approaches have,,
been adequately stated by King in his text, but they are rarely made explicit in the
literature. Indeed, the particular model used is not always specified, and on
occasion the possible options for factor analysis (e.g. rotation) are applied
incorrectly to the principal components model. In the latter case, it seems Clear, that
the researcher works from data towards the specifica,tion of a theoretical structure
for' the domain he is studying. The analysis itself is simply a mathematical
orthogonalization (a process of making new variables independent of each other) of ,

the existing set of attributes, and in the execution of the method the researcher
may be lucky to give some empirical meaning to the derived mathematical artifacts
or components. In contrast, a theorbtical model should be tested by factor analysis:
does the model agree with the datillf so, estimates of the parameters can be made.

Even with these strict, differences between the two models, it is clear that some
prior evaluation of the likely outcome of applying any technique should be made.
In this case, relevant questions.are: how many factors can be expected; what types
of factors,-seen as combinations of the original variables; how should the original
attributes be defin in order to answer the research questions posed; what sort of
relationships expected among the new factors; and, what are the most
meaningful communality estimates? It is particularly' the last two questions that
serve to differentiate the twbf models. In principal components analysis, only
orthogonal components are produced and there would seem to be little point in
requiring non-orthogonal solutions. As we' shall see, this is not the case in factor
analysis, where oblique solutionsmay be more relevant, theoretically. Communality
estimates refer to the extent that the particular factor solution accounts for the
variance of any original variate, Operationally, these values are placed in the
principal diagonal of the intercorrelafion matrix, which is the stage at ,which
analysis usually commence.5.... In the principal components method, 1.0 is the
element value. In other words, the variance is eniphaSized. (Since the.attributes are
usually standardize& before the intercorrelations, are computed, they have zero
mean and unit variance.) FaCtor analytic models have a different orientation, and
communality estimatgs used in geographic research often use R2, the coefficient of
Multiple determinatigd of the2variable in question with all others in t set. Thus,
these latter models stress the covariance aspects. of the problem.
6 The steps in the analysis may be outlined in brief for the principal components
solution, and then the differences for the factor analytic model can be stated: As
we' have already indicatedo.the attribute matrix (order n places by m attributes) is
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9
usually standardized, and the matrix of zero-order correlations is computed
(M X m). Analysis of the latter matrix proceeds by deriving the associated
characteristic equation ,(a polynornialof the salne order the matrix) whose roots
define the latent values or eigenvalues. For ea6h eigenval , an eigenvector can be
computed and when standardized the matrix (m X P) des nbing factor° structure
can be derived (the standardized eigenvector associated with eigenvalue k is entered
into the matrix as column k). In the case of principal components, p = m in the

!complete solution. More commonly, however, p is taken as some number of factors
less than the total number, and criteria for doing this are inexact. included are.
either those factors with eigenvalues greater than 1.0 9r those that account for
more than 5% of the total variance (measured as the proportion of anyvigenvalue
to oral variance, which in this case equals the sum of -the eigenvalues). The
elements Orthe columns of matrix, often called factor loadings, can be
used. for making a geographic interpretation of the component. This final stage of
the analysis is usuallyaigd considerably by computing the component scoresthe
location of each of,the individual unit areas on the new variables,.computed as a
direct linear function. When these scores are mapped, it is usually possible to give
some empirical interpretation to the component. Finally; we should note that the
factors are extracted sequentially so that the first one accounts for as much of the
variance As possible; the second then accounts for as much of the'residual variance
as possible andi in addition is orthogonal to the first; and so on, for remaining
factors.

Factor analytic models differ from the principal components solution in several
respects. The statement of the model itself implies a radically different ehilosop
Factor analysis tests a mbdel that is based on the idea of .partitioningAie tot
variation into componerkt parts: the commix) factor variance (the variance
Factor I + variance of Factor II + ... etc.), the error Variance (usually associate
with measurement), and non-error variance specific to variables, excluded from the
factor structure, or unique variance. In terms of an understanding of theoretical
factors underlying, some set of attributes, this would appear to be a realistic
approach. This partition of the total varianc also explains why the question of
communality estimates is-so ithportant in acto,r analysis. It also explains why
factor scores are. only estimates of scale scores, compared to component scores.

'Finally, the idea of rotation of the factors is feasible and is theoleacally of,value in
factor analysis. Rotation is carried out by changing the factor loadingg so that some
cntenon, such as simple structure, is achieved 9r a best fit from a theoretical point
of view is obtained. Note dial the final commudalities are not affected by rotation,
although eigenvalues are.

, .

The references include several articles on the utility of factor analytic' models,
especially' with reference to tit; social geography of the city (faCt.prial ecology); see,
especially, Berry, 1,971, Rees, 1971; Janson, 1969. A general review ormultivariate
analysisis presented By hompson (1970), while applications of this approach are
given for ,physical geo aphy. by McCammon (1966) and Mather and Doornkamp

8, (1970). A general pro m is that factor analysis assumes that relationships between \
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variables are linear, and thus theii effects are additive. Many correlation and
regression' studies, particularly of residential structure of urban areas, have shown
that non-linear relationships are more likely. The relative value of using factor
analysis against traditional methods such as correlation cn then be addressed
(Meyer, 1971). Evidently, many-of the conclusions in such an inquiry will relate to'
the level of generality that the researcher wishes io achieve.

In Settion 4B, the following texts are useful for factor analysis: Harman (1960);
Lawley and Maxwell (1963); Hoist (1965); and the two articles by Cattell (1965),
particularly forlthe relative advantages of oblique and orthogonal solutions. Matrix
algebra is treated in Fuller (1962), Hohn (1964), and Horst (1963), also cited in
that section.
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SECTION 25
L:
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t.;

PRINCIPAL COMPONENTS ANALYSIS
c f .

Principal components analyses of the-attribute matrix, defined as in Section 24,
have been mined out for a number of purposes. An emphasis on structure, by
examining the loadings matrik and associated mapped patterns, of 'tomponent
scores, is illustrated in the studies kby Blaikie (1971), Carey (1966) and Robson,
(1969). Another common procedure i! to utilize the component scores:as input to
classification or regionalizatien schemes (Section 0. Mosel and-Scott (1961) ands"
Yamaguchi (1969) present typologies of urban centers, while Ahmad (1965) and ',-

King (1966) are concerned also with° the regional aspeots of urban system-
classification. The value of the approach for the study of economic regions is
clearly stated by Brown and Trott (1968). It is also possible to re- analyze the scores
obtained from an analysis, looking for higher order component solutions This is
sometimes accomplished by rotating the axes to an. oblique solution, and"-then
forming an orthogonal solution for the correlated scores, kn alternative method is`'
to analyze only a sub-set of the original ,cumber of unit arias.-The study by Jones
and Jones (1570) represents this approach, since they performed a principal,
component analysis on a sub-set of the towns used by Hadden and Borgatta, 1965'
(cited in Section 26). .; ,

The techniques as described thus far concentrate ontorming composite variables,'
from the matrix of inter-correlations; 1.e. the method essentially, analyzes
differences betWeen the columns of the matrix.4'he general name for this approach!,
is R-mode analysis. It is possible, however, to carry out the analnis for the rows of
the matriN, in which case a Q-mode analysis applies. The resultjs "composites of
unit areas," or rough indications Qf types of area, such as farm types (Henshall and
King, 1966). It is also, possible to use other measurement scales in-factor analytic
studies. The presencl) of absence (i.e. nominal scaling) of attributes, coded as a
series of 1-0 measures, can be analyzga directly (see Berry, Barnum, and Tennant,

62, cited in Section 26) or through an inter-correlation matrix for such binary
da based on the phi-coefficient (Henshall, 1966). A sinidar_phi-matrix was used
by Ca risan and Mar le (464) in their study of grouping tendenries =long
transp tation nod-since it was derived froni the 1-0 connection n1trix.
Interaction matrix ec with elements representing actual flows between places can
also be analyzed (Simmons, 1970) to produce common sets of origins and
destinations. . ,

One under-utilized value of principal components analysis is the very Jact that
the resulting scores for the set of areas are independent of each other. As will be
seen from the discussion of independent variabjes in regression analysis in Section
27, the use of component scores ,would allevjate many prolems of ,multi-
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colline ty in general linear triode's. This apprOach is illustrated in the studies ,by
Wo (1963) and Riddell (1970).

I i . . , . , I
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SECTION 26

FACIOR ANALYTIC STUDIES

It-is clear that many similar studies to those reported in the preceding section are
cited here. For example, the use of factor scores as basic input for regionalization is
described by Berry (1965) and Hadden and Borgatta (1965). Indeed; most of the
studies are descriptive, rather than fulfilling the role that factor analytic models are
presumed to have in the testing of theory. However, a fairly wide range of problem
areas is represented, so that the general features of the analysis can be related to the
interests that any student might Lave. The use of factor scores in general linear.
models is represented by the studies by Hartshorn (1971) and Lowry (1970). While
these studies employ the factors as independent variables, it is obvious that they
could be treated as dependent variables. One particularly interesting,form of the
linear model (trend-surface analysis-see Section 30) has been employed to
partition the total variations of the factor over space into regional and local
components (Goheen, 1970). Interaction matrices have also been analyzed using
factor analysis, and if the results are-then used in regionalization schemes a set of
functional regions i$ obtained (Goddard, 1970; Illeris and Pedersen, 1968).

One exception to the generally descriptive use of factor analysis in geographic
research is seen in thq study. by Jeffrey, Casetti, and King (1969). Individual
time-series (Section 31) were, available for each city in a sample of midwestern
metropolitan areas. The research hypothesis wag\ that the set of series contained
three leveli` of variation: 1) factors' operating throughout the system; 2) factors;
common to cities in predetermined groups (on the basis of similarities in cyclical
behavior); and 3) a factor unique to each city. Bi-factor theory is applicable in such
a context, and for the unemployment series used in the study the hypottpesis was
substantiated. It is apparent that studies of this nature are important in testing
evolving geographic theory, which must incorporate multivariate components of.
spatial problems. This study underlines the fact that analytical models of the types
deicribed in this and the prior section could be extremely valuable in such context,
since the concept of parsimony in empirical research situations is incorporated into
techniques used for testing theory.
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REGRESSION

SECTION 27

. In contrast to correlation studies, functional relationships form the focus of
interest in regression analysts. The most general stajement of such a relationship is
Y = f(X), the variable Y is said to be dependent on variations in X. Y is known as
the dependent or response variable, while X is an independent (or control,
predictor) variable. The importansce of a strong theoretical framework for posing
regress' nquestions must4be realized at the outset, for example, what is the-form of
the4rela ionship, what are the natural process mechanisms at work, what are
possible crements of Y given unit increases in X, what is the value of Y when
X = 0? T e first question raises the distinction between linear and non-linear

models. \ `, , .
The simple (i.e. bpiariate) linear model is usually written Y = a + 13X + e. a and 13

, are constants of regression. a is the value of Y when X = 0, the Y-intercept. 13 is the,'
regression coefficient, indicating the slope of the line, a direct relationship being

indexed by a positive value for 13, while a negative value shows an inverse
relationship. The error terms (e) represent that part of the variability in Y not

g
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accounted for by the)in'ear relationship. it is assunte,t1 that these deviations aie
independent and normally distributed, with zero mean and unknown variance. In
geographic research the mapped pattern of such residuals from regression may
indicate that he exaected random pattern is not foubd, so that this assumption m
the model is not fulfilled Non-linear relationships. are often expressed in a linear
form by means of transforming the original values fur either X or Y or both, usually
by logarithms For example, an exponential relationship (semi-luganthmic) can be
written as log Yi= log a + log b X + e, while- a power-(or logarithmic) function
(Y = aXb) can, be expressed as log Y = log a + b log X + e. If these simple
transformations do not suffice, than a folynomiasi regression may be carried out
(Section 30)..

Whatever the chosen form of relationship, the paired observations for each areal
unit can kerepresented in a graphizal format as a scatter 'diagram, usually with Y
plotted on the ordinate and X on the abscissa. As inclicated above, the association
between X and Y is written as a mathematical expression, so that in the elemental
form this appears;to be a case of fitting a curve to the set of points. At such a stage,
then, there are no inferential questions involved, but in choosing one of the infinite
number of possible lines that could be drawn through the set the concept of an
averaged relationship-it employed' It is assumed that there is a sample distribution
of Y. values for each X, which is usually regarded as fixed, for example, for the
fixed xl there is a range of values of Y1, and the observed value (y1) is regarded as
randomly drawn from that distribution. The set of Y, distributions are assumed to
be equally variable for the set of X values. For any X we assume that differences in
the Y values are due to sampling error, and seek to reduce the effect of this
variation by taking the mean of Y given X. In this sense the method used results in
an averaged regression line. For a full discussion of the assumptions in regression
analysis, see Poole and O'Farrell (1971). .

e notions described above can- be realized with the criterion that the
deviate o of oints from the regression line should be minimized, this is achieved
by the method' least squares. The sum of squares of the deviations (error terms)
is used rather than thi-absolute value, sum because it cap be differentiated to find
its minimum. The method alsOietilltsin the maximum likelihood estimates for the
regression constants, and it is easily e)---Cie-ftde to the non-linear case. The two
normal equations produced are solved for a and b, su lituting these values in the
equation results in a set of estimated values of the dependent variable (Ye) whiCh
can be compared to the observed values (Y,) For Worked examples, see
(Reference, Section 4A, pp. 121 -122; 13-139).

The concept of partitioning' the total variation of the Y values into component
parts is again used in regression analysis. The total sum of squares, 1:(Yi 7)2, for
the dependent variable can be thought of as attributable entirely to random effects
when ere ted by itself. However, in regression analysis, some of this variation is due
to the own relationship between Y and X, and en expression for the sum of
squares d to regression (explained variatiop) is derived, E(Ye 7)2. The
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difference between rota) and regreskion sums of squares, pen, is the unexplained
'variation, E(Y1" Yy)2.

Two related questions may be raised at this point: 1)'how _important is the
_relationship between X and Y, and 2) how good is the fit of,the line? The first
question is treated by forming the ratio of the regression sum of squares to the total
sum o uares, which is the coefficient of determination (r2) described in Section
2 he square root of this ratio is, of course, the correlation coefficient. We notes

ere that the regression and correlation coefficients always have the same sign. The
second question really asks how large, on the average, are the deyiations? The
standard error of estimate answers this question, providing an indication of the
variability of the scatter of points about the regression line and allowing the

-----.--e&nstruction of confidence intervals or error bands. A standard error for the
regressiot coefficient is also derived, and can be used to test the research hypothesis
that the slope of the line is significant (Ho : 0= 0). Naturally, a properly desigted
sample is necessary for the application of any inferential tests.

The simple linear model generally has limited value in most geographic research
situations, unless it is suspected thataone factor is the main determinant of observed
variations in _the dependent variable. The generallinear model is more commonly

employed, and it may be written as follows: Y + E (ii Xi+ e, where e is
i = 1

defined as for the simple case. For. example, with three independent variables, the
3

model is Y E th Xi + e = a + by 1.23 XI + by2A 3 X2 + by 3.12X3 + e. It is
i= 1 ._

clear that the regression coefficients are expressed in a different manner from the
simple model; for this analysis they are known as partial regressicincoefficients. The
,concept of a partial correlation coefficient was introdUced in Section 21. Similar
reasoning applies to partial regressiot coefficientsthe rate of change in Y for a
unit change in any independent variable A computed, holding constant the effects
of the other independent variables statistically. As the.y stand, partial regression
coefficients cannot be compared since their values are affected by the particular
metric employed. Normally, then, the researcher computes standardized regression
coefficients; for example, the first partial regression coefficient in the three variable
case 'above can be standardized as a beta coefficient, 01 = by1.23(SI /SO. (See
King; p. 140.) Beta values may be Qbmpared directly in order to evaluate the
relative importance of each independent variable.

Least squares methods are also employed in fitting a plane (for the two
in4perident variable case) or a hyperplate (otherwise) to the scatter'of points. In
addition, most modern computer programs use matrix solutions of thesets of
normal equations; the texts by King and by Krurtbein- and Graybill have good ,

discussions of these methods. The overall significance of the multiple regression can
be tested using in analysis of variance approach, and significance tests (using the
t-s.Satistic) are available for individual partial regression coefficients, as well as for
differences between any two coefficients. Some of the problems associated with

69

L-46(id-*



this technique have been discussed previously; for, example, the question of
modifiable units in Section 21. Spatiakautocorrelation is taken up in Section 29,
and the inclusion of regional effects, i.e. groupings of units, is described in Section
28 (Analysis of Cqvariance).., A further iiroblem is that the model assumes
independence in the predictor variables. Lack of independence is known as the
problem of multicollinearity, and we have already noted that one value of a
principal components or factor analysis of a set of variables is that a number of
uncorrelated variables' result.

The listing of references clearly shows the extent of the application of regression
techniques in geography. Almosevery sub-field including cultural geography
(Sopher, 1968) is represented. Besides any particular methodological inquiry, then,
the references can be used to examine theoretical constructs. For example, the role
of the distance factor in gravity models Is illustrated by Helvig's (196'4) study of
truck movements, while there are many other references to the frictional effects of
distance in the cited articles dealing with population density and land value patterns
in cities, or in the field of internal migration. It is often useful to follow throu an
author's use of several techniques, placing them into perspective (Blaikie, 101).
The use of regression techniques in fitting model parameters has already, been
described in Section 15, but Casetti, King, and Jeffrey (1971) provide a further
example. The partial correlation coefficients are also employed in step-wise
regression procedures, in which a sub-set of the total number of independent
variables is chosen in order of importance of explaining the variability in the
dependent variable. This method is illustrated in the studies by Reed (1967), Brunn
and Hoffman (1970), and Olsson (1965).

The mapping of residuals from regression was originally suggested by Thomas
(1960) as a means for evaluating other potential independent variables-wich had
not been included in thZ original model formulation. Ai suggested above, a , .

non-random pattern of residuals really means thatihe assumptions of the technique
are not fulfilled, and it may indicate that non - linear relationships are present, or
that the model itself should -have an autoregressive structure built, into it.
Certainly, any application of inferential tests would be inappropriate. Residual

' maps are still employed frequently in the literature, especially in a standardized
form (Logan, 1964; Mueller, 1970).
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.4" and Archer (1969); Riddell (1970); Schwind (1971); Worig (1963).

ection 26. Bdiy, Barnum' and Tennant (1962); Bourne (196,7); Cox
9.(14969)4,* 970); Hartshorn (1971);; ,Hodge (1965); Kisslint
(1967); Lowry 970); Simmons (1964).

REFERENCE: Section 4X, Grhory 1185-208); King °.(l 18 =129; 135-141;
1 5,4-- 1 5 8 ; J62-163); Krumbein and GraybIll (223 -247;
2'1 -295). .-...
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. Section 5. Barry (417-419); Corley (34Q-348, 366-377); Hart
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SECTION 28

ANALYSIS OF COVARIANCE

Q

In analysis of variance models (Section 17) the groups may not be randomized in
terms of the criterion variable, and if this is the case pre-treatment differences are

, said to exist. The original use of the analysis or covariance was to take out such
pre - treatment differences. AsLmployed in geographic research, however, a different
interpretation is made. For erample, Thomas (1960) studied the differential growth
of suburban areas in Chicago, and it appeared that suburbs located in Certain sectors
had highg growth rates than thoge in other sectors,? sectoral effect could then be
hypothesized, and 'the inclusion' of this into the inodel should, increase the level of
explanation, Regional effects are obviously of the same genre. Note, that in essence
this ctor is a nominal 'icale, Ncl as such it cannot be included in ordinary
regression models. The use of durenvariates, where a unit area would have a value
of 1 if it was in the sector or region represented by the variable, and 0 otherwise, is
one way in which attempts have been made to account for,the effect. There -re,
however, certain technical difficulties associa.ted with the use of dummy variates,
see espeCialli Lansing and Morgan, 1971 (pp.,314-343).

The analysis of covariance is more effective in such situations. It combines the
analysis of 'variance and regressiOn ,techniques, and is thus a rather powerfur
tnferential model. To compensate for this for the appliethresearcher, however, the
4ips.um'pfions. that must he fulfilled are rather restrictive. The analysis tests for the

- influence of groups (sectors, regions) on the level of explanation in the total
regression model. Two assumptions mist be fulfilled before the test can bi made:,
1) the..variances in the dependent variable do not differ from group to group
(Bartlett's test, Section 16); 2) the group regression lines are Parallel (Ho : 131 =132
= ...,=i3k, for k groups), for which the test statistic is the F-distribution. If these

'assumptions are fulfilled-, the ,only way in which the group regressions can differ is
by having

to
at different elevations; this is tested by an F-statistic with

reference to a Conknon,regresSion inte. If the null hypothesis is rejected, a egional
effect can be infertf d,'in the light of acknowledged functional relationships.

The analysis of covariance would appear to be an important Method whereby
regional effects- can be evaluated (King, 1961; Kariel, 1963). It is clear, however,
that the usual caveat of correctly designed sampling frameworks is needed in order
to satisfy the assumptions. .

DOdAN, M. "A Covariance Analysis of French Electora l Data," in Dogan, M. and
.. S. Rokkan (eds.), QuantitatiV6Ecological Analysis'irt the Social Sciences.,

Cambridge, Mass.; M.I.T. Press, 1969, pp. 285'298. , .
HORTON, F. E. "The Utility of Trip Porecating Models Based' on Aggregated

Land Use Data," The Professional Geographer, Vol. 19,1967, pp., 319 -322. a_
1 4
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KNEIPP, S., A. BROWN, F. E. MORTON, and H. McCONNELL. GAC:ia
. Computer Program for Analysis of Linear Covariance. (Discussion,Paper' o.

6). Iowa City: Department of Geography, University of Iowa, 1967. .

TAAFFE, E. J. a'A Map Analysis' of United States Ailline Competition. Part
11Competition and Growth," The Journal of Air Law and Commerce, Vol.
25, 1958, pp. 402-427.

SEE ALSO: Section 11. Labsing and Morgan (1971).
Section 14. King(1961).
Section 27. Bogue and Harris (1954); Kariel (1963); Thomas (1960).

REFERENCE: Section 4A. King (163L164).
Section 5.14artand Salisbury (156-157).

SECTION 29

SPATIAL ACTOCORRELATION

If the assumptions of the general linear model described in Section 27 are
fulfilled, then the expected spatial pattein of residuals from regression (the error
terms in tie model assumed to be independent,and normally distributed) is a
random one. Any lack of randomness is called a spatial autocOrrelation effect. Thif
,techniques used to study, this phenomenon need apply not only to residuals,
however. The-distribution of any one of the original values may beaffeted by its.
neighboring points in any direction, 1n this sense, the geographic problem differs
considerably from the usual serial correlations met with in analyzing data organized
along one dimension. i.e. timeseries (Sects n 31) where the value at a point is
dependent only on previous values (see particulaily-Curry, 1970).

In this section, methods which are not directly based on concepts from
time-series analysis are referenced, although it should'be noted that there are many
linkages between these methods and those employed in thp analysis of trend-
surfaces (Section 30) and spatial Series (Se5tion 31). The original work in this area
was by Geary (1954), who was concerned with the non-randomnRsof data values
ifor. neighbOring counties as well as the possible effects on regression analysis. In
ordei to 'estimate this effect, Geary devised it. cont,iguity ratio (C), which, as the
name suggests, incorporated the number of connections between any county and
others in the study area. If C = 1, the distribution is regarded as random (i.e. no
atitocorrelation), and a sampling theory based on the normal, distribution was
derived. A distinction is made between a randomizatiottapproach, in which the set
of areal. units is iegarded as the universe, and the normal approach in which the
units are assumed to be a random sample from a parent population that is normally,

. 7&
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distributed. This distinction is carried over to 'more recent work in'the differences
IntWeen non-free and free sampling methods and theory. 4,

Dacey (1968) gene:yalized Geary:s wbri with special reference to the regression
residuals problem..Ovet- and under-predictions were categorized into Black and
White, the probabilities of,BB:BW, and WW joins were evacuated, and contiguity
could then be tested with reference to the standard normal, curve. The arrangement.
of points per cell, as used in point pattern analysis (gqctipn .20), can also be
evaluated for randomness,.using a non-parametric test. *Recent work by Cliff and
Ord has considerably, extended this earlier research, placing the results into a larger
inferential frameWork and deriving the sampling distribution of a spatial autocorre-
lation coefficient under xlifferept sampling schemes. Interesting by-products of their
efforts are 1) the -possibility of emplOying the statistic in regionalization schemes,
and 2.) that size of areal units might be specified in order to minimize the
dependence of data values on neighboring points.

<.;

CLIFF, A. D. "The Neighbourhood Effect in the Diffusion of Innovations,"
Transactions of the Institute of 'British Geographers, No. 44, 1968, pp.
75-84. .

CLIFF, A. D. "Cdmputing the Spatial Correspondence 13etween..Geographical
.artterns," Transactions of the Institute of British GeographeNo. 50; 1970,
pp.143-154.'

CLIFF, A, D. and-J!K. ORD. "The Problems of atial Autocorrelation," in Scott,
. A. J. (ed.), Studies' in Regional kience:L noon Papers in Regional Science.

London: Pion,'1969,,p. 25-55.
CLIFF, A. P. and J. K. ORD. "Spatial A ocorrelation: A Review of kisting and

New Measures with Applications," Economic Geography, Vcd. 46,1970, pp.
269-292.

CLIFF, A: D. and J. K. ORD:'"Evaluating the;,Percen6ge Points of a Spatial
19,A4Nerrelatipn Coefficient," Geographical Analysis, Vol. 3, 101,
51-61.

CURRY, L. "Univariate Spatial Forecasting," Economic Geography:No!. 46,1970,
pp. 241458:

DACEY, NI. F. "A Review on Measures of Contiguity for Two and k-Color
in Berry, B. J. L. ana D. F. Marble (eds.); Spada.) Analysis. A Readfir in

'Statistical Geography. EnglewOod Cliffs, N.J.: Prentice-Hall, 1960, ,pp.
479-495. a

GEARY, R. C. "The Contiguity Ratio and Statistical Mapping,", The In orated
Statistician: Vol. 5,1954, pp. 115-145.

SEE ALSO:Section 11. Matern (1960 ):
Section 25,'Reynolds and A cher (1969).

. -

REFERENCE: Section 4A. King (109-11 ; 158--1V).
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SECTION SO

TREND SURFACE ANALYSIS
.

A particularly interesting form of the general linear model described in Section
27 has been developed largely by g.eologists.'Krumbein ancl7Grayl?ill (1965) specify

the mode/ as followS

T.,(U4) = r(l/Vii) +,,j, where T(U,,Vj) is

the observed. value of a mapped Iariable at orthogonal grid locations U, and VV,
r(CJI,V is the trend surface Component, and eu represents a random -error term.

The two terms are also called regional and local components jn the
litflatureonce again, a partition of variation.

Thus, we are dealing with a multiple regression problem, with two independent
variables. Polynomial regression is often employed to estimate the coefficients
(Tobler, 1964). The first-order polynomial surface is simply the linear trend

(T(U, ,V.) _/too 010 U1 ÷ go I V) en), while the second-order (quadratic) surface

would then be written as 1

T(U,,Vj) = /too + 010 Ui + 0o t Vj +02o Ui2 + 01 t U1Vj + 0o2 Vj2 + Ell.

Note that the computation of the 0-coefficients is considerably eased if the data are
kteie r e ne e d- by ,,meansrof equally-spaced intervals, in which case tabled Values of

orthogonal pdlynomials can be used. If cyclic fluctuations in the trend are
suspected, doubleourier series can trlso be computed directly in a similar manner
(Harbaugh and Sa'club, 1968, see also Section 31), With iriegularly spaced data

' values, least squares methods are employed t,6 estimate the coefficient values. Many
°

of the listed references are for computer programs. whi are based on let squares;

see the review by Harbaugh and Merriam,(1968). 4
.Applications of this technique have increased greatIr.in gfograply in recent'

years (Cliorley and Haggett. 1965. Norcliffe, 1969J. For exam*: trend surfaces
have'been computed for restduals.from regression (Fairbairn and 'Robinson, 1967)

compare Macomber, 1971).,19 physical aogra ph the study of erosion surfaces has
and used in the comparison of intra eegional structures (Haggett, 1967; but-

been resu`rrected by trend anlysi (See King, l' 9;i Rodda, IP70, Smith et al.,

1969, Monies andJ011 9,,and the critical view-by Tarrant, 1970). The
relationships between trend analysis and srpoOthing ( tering) funigions, and'their
use in Map comparisod, are well 'explained by Tobler (1969).

Several problems are apparent. First, the trend will, of course, be computed only
for that set of locations indirdedon the study area Selection criteria for the latter

are therefore most important. Second, there are difficulties,in establishing the

a
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sip,nificance, of a trend at order k, say, compared to order k + 1 (Chayes, 1970). The
, usual procedure is to form a rati*of ekplained variance to total variance (reduction
in total m of squares), perhaps testing for significance using the F-distribution
(Unvvin, 970). Howarth's (1967) ekperiments witwit random data, however, indicate

"L: that this ocedure may be misleading foT lower-o der sUrfaces (up to the cubiC). .

CASETTI, E. and:It . SEMPLE. AMethod for the Stepwise Separation of Spatial
Trends. (Michigan Ibter-Untversity.Community of Mathematic Geographers.
Discussion Paper No. 1-1). Ann Arbor, Mich.; Departme qf Gedgraphy,
University of Michigan;1968. .

CHAYES F. "On. De'ciding VliVher Trend Surfaces of Progresiively Higher Order
areiile)ningful,", Bulletin, Geological Soc'iety of America, Vol. 81, 197'6, pp..
1273-1278. -- -- 4

o

CHORIxEY,- R. J. and,.P. HAGGETT, "Trend-Surface Mapping in Geographical
° gesearch," Adizsacticols of the Institute of British -Geographers, No. ,37,..-41 0.1965, pp. 47767., .

/COLE, A. J. All Iterative Approach to tlie Fitting of Trend Surfaces. (Computer
le- -, .

Contribution 37). Lawrence, Kansas: State Geological Survey,4969, 26 pp.
DEMPSEY, J. It A Generalized Two-DimenlionaRegression Procealtie, (Com-

puter Contribution 2). Lawrence, Kansas: State Q4ilogilaLSurvey, 1966,12
pp. . - . .,..

ESLER, J. E., P. F. SMITH, and J. C. DAVIS: KWIKR 8, a Fortran IV Program for
Multiple Regression and Geologic Trend Analysis. (Computer Contribution
24 Lawrence, Kaiiiai: State Geological Survey, 1968, 31 pp. .

FAIRBAIRN, K. J. and G. ROBINSON. "Town's and Trend-Surfaces in Gippsland, ..

Victoria,"Australian Geographical Studies, Vol. 5, 1967, pp. 125-134. .,
HAGGETT, P.' "Trend-Surface Mapping in the Interrettonal Comparison of

Intra-Regional Structures," Papers, Regional Ycience A$sociation, Vol. 20,
( 1967, pp. 19-28. ., . .

HAGG&T, P.' and K. A. BASSETT. "The Use of Trend-Surface Parameters in ,
Inter-Urban Comparisons," Environment -and- Planning3ol. 2f 1970, p0._.

,..
225-237. ,

HARBAUGH, J. W. and D. F. MERRIAM. Computer Applicationsin Rratigraphie
° Analysis. New York: Wiley, 1968. (pp. 54-155). ' .
HARBAUGH, J. W. and M. J. SACKIN. Fortran IV Program for Harmonic Trend

Aly§is Using Double FoUrier Series and Regularly Gridded Data for thg
642.5 CoMputee. (Computer Contribution 29). Lawrence, Kansas: Stare
Geological Survey, 196$, 30 pp. ,

HOWARTH,. R. 3. "Trend Surface Fitting to Random DataAn Experimental
*°Test," American Journal of Science, Vol. 20, 1967, pp. 6194625. , '

JAMES, W. R. Fortran IV Programllsing Double Fourier Series for Surface Fitting
of Irregularly Spaced Data. (Cbaputer Contribution 5). Lawrence, Kansas:

' - State Geological Survey, 1966, 19' pp.
. A. M., "Tierehd-SurfAce-Arsis oC Central Pentline Erosi9n Sutfaces,"
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44.
, Transactions, of the Inn lite of British Geographers, No. 47, 1969, pp.

47-60.
KRUMBEIN, W. C. "Trend Surface Analysis of Contour-Type Maps With Irregular

Control-Dint Spacing," Journal of 'GeopAysicalResearch, Vol. 64, 1959, pp.
4823-834.

MACOMBER, L. "Utility of Trend Surfaces in Interregional Map 'Comparisons,"
Journal of Regional Science, Vol. 11;1971, pp. 87-90.

MIESCH; A. T. and J. J. CONNOR: Stepwise Regression and Non-Polynomial
Mode,ls in Trend Analysis. (Computer Contrilyutike 27). Lawrence, Kansas.
State Geological Survey, 1968, 44 pp. .

NORCLIFK, G. B. "On the Use and Limitations of Trend Surface Mbdels," The
Canadian Geographer, Vol. 13, 1969, pp. 338-348.

O'LEARY, M., R. H. LIPPERT, and 0. T. SPITZ. Fortran IV and MAP Program for
Computation and -Plotting of Trend SUrfaces for Degrees I through 6.
(Computer Contribution 3). Lawrence, Kansas: State Geological Survey,

966, 48 pp.
PERRY, A. H. "Filtering tic Anomaly Fields Using Principal Components

Analysis,". Tpusactions of the Institute of British Geographers, No. 50, 1970,
pp. 55-72. -

PYLE, G. F. eart Disease,-Cansia-and Stroke inloiciego A Ce,ographical Analysis
, with Fa ilities, Plans__ for_ 1980. (Research Paper No. 134). Chicago:

Departme t of Geography, University of Chicago, 1971.20.2 pp.
ROBINSON, G. and K. J. FAIRBAIRN. "An 'Application of Trend Surface

Mapping to he Distribution of Residuals from:a Regression," Annals, AAG,
. Vol. 59, 196 , pp. 158-170.
RODDA, J. G-. "A rend-Surface Analysis Trial for the Planation Surfaces of North

a- Cardiganshire, Transactions of The Institute of British Gebiraphers, No. 50,
1970, pp. 107 114. .

SAMPSON, R. J. an J. C. DAVIS., Three Dimensional Response Surface Program
in Fortran II r the IBM 1620 Computer. (Computer Contribution 10)..
Ilwrence, Kansas,: State Geological Survey, 1967, 20 pp..

SMITH, DA., J. B. SISSONS, and R. A. CULL1NGFORD. "Isobases for the Main
Perth Raised Shoreline in -South-East ScotInd as Determined by Trend-

, Surface Analysis," Transactions of the Institute of British Geographers, No.
46, 1969, pp. 45-52.

TARRANT, J. R. "Some Spatial Variations in Irish Agriculture," Tildschrift voor
Economische en Sockle Geografie, Vol. 60, 1969, 228-237.

TARRANT, J R. "Comments on the Uee of Trend-Surface Analysis in the Study or
Erosion Surfades," Tiansactions of the IriStitute of British Geographers, No.
51, 1970, pp. .

. THORNES, J. B. ar?d D. K. C. JONES. "Regional and Local Components in the
Physiography,of the SusserW,eald," Area, Vol. 1, 1969, pp. 13-21.

TOBLER, W. R. "A PolynoMial Representation of Michigan Population," Papers
and Proceedings of the Michigan Academy of Science, Arts and Letters, Vol.
49;964, pp. 445-452.
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TOBLER, A". R. "Geographical Filters and Their Inverses,"-Geographical Analysis,
Vol. 1,1969, pp. 234-253:

UNWIN, D. JCPercentage RSS in Trend Surface Analysis," Area, Vol. 2,1970, pp.
25-28.

YEATES, M. H. "The Use of Trend Surface Analysis in Geography,' Qutintitative
Methods in Geography. A Symposium. New York: American Geographical
Society, 1969, pp. 44-67.

SEE ALSO:'Section 17. Chorleyt Stoddart, Haggett, and Slaymaker (1966)..
Section 26. Goheen (19701. e,

REFERENCE: Section 4A. king (152-153); Kr%mbein and Graybill (24-357).
Section 5. Barry (422); Chorley (357-364). - 'e

SECTION 31

TEMPORAL AND SPFIAL SERIES

.,)

The analysis of a series of events ordered in one dimension, Usually time, has
long attracted the attention of econometricians, statisticians, and mhifematicians.
In the latter cash, oscillations aie treated as periodic functions and there is little
attention to the error component in a time series, such as that for precipitation over
a year. Statiitical considerations' seApprtant when prediokon is involved and
error estimates have to be made. typicall.procenre in time:series analysis. Would
be to remove the trend,(e.g. by regressioninethods rrett, 1966), establi
'seasonal-or dyclic of 4( then analyze the resi error terms. Ru s tests,
based on a seriesof:i- and terms with Lespect to the median,,can also be carried
out for randomness.. Thus, the concept of a partition of the total variation of a set
of values is also applied here,.

The cyclic component is usually analyzed by hanminic ,00urier series, a
mathematical expression consisting of terms containing sines and cosinee,The
assumption that is generally 'made in this case is that the series is stationary
statistical properties of the distribution (moment measures and autocorrelation
functions) constant throughout the range of the data. Single Fourier series are used
to describe periodic time series, the shape of the curve depending on thd number 2of
terms' used"and the valtitpf the cpefficients in the terms. The method appears tb
be particularly suitable in precipitation climatology (Horn and Bryson, 1960;
Sabbagh end Bryson, 1.962). Bryson and Dutton (1967) summarize the value ofthe '
approach, at' first major irregularitgare- removed by smoothing the series. usiiig'Ihe*--.4'
technique of moving oaverages. The remaining finite set of averages can be
completely described by harmonic function, apil the fltimber of cycles deterinines
the order of the series. n many cases the secad'harmonic suffices in terms of

831't

*a.



description, i.e. semi-annual cycles are evidently most common in this branch of
Climatology. Maps can then be made -'of the phase angle an4 amplitude of each
hIrmonic, and theses can be used in regional studie. Note that knowledge of
cyclical behavior, a prerequisite to meaningful application methods, i well
advanced in climatology compared to many other branches of geo raphy.

In two dimensions, as nosed before, this simple.approacli has o. be modified to
account for directional influences bn the values at any point. Tre can be handled
by .methods describe'. in the preceding section, and (rouble Fourier series can be
employed for two-disnensional periodic phenomena. Casette (r9g6) illustrates this
approach in terms, of the effects of different ved areal units acting at filters in
producing different, .harmonics, and the implications of this foi correlAgon and
regression analysis. Granger (1969) discusses the relationships between tint and
space-series Recent research efforts have been expended in applying 'more acian5ed
techniques to geographic problems. Interest has centered upon'the uSe of spectral
analysis (Rayner,. 1967;1971; Bassett and Tinline, 1970), which is concerned with
the identification of amplitudes and frequencies of component cycles making up
the periodic proportion of the series A measure of correspondence between two .

spatial series colierencej an be computed for each band. The value of this
approach is that coherence can then be looked at for varying scarp (Rayner, 1971),
which would obe extremely bene'fictal in terms of problOns faced in the tisnal
geographic applications of correlation analysis. '

While it is clear that climatological research's particularly likely to benefit from
applications of spectral techniques, since *physical procisses can be directly inferred,
other branches of geography are likely to be influenced by the approach: POI.
'example, central place Ikacozy indicates a certain periodicity in the spacing of
settlements. Tobler (1969) has examin'ed the spe.ctrum of popUlation densities
along U.S. 40 fibm Baltimore to San Francisco in this context. The diffuston of an
innovation (agricultural subsidies), as modelled by HNgerstrand,hs been studied by
Barton and Tobler (19,71) by means of an optical analogue-to estimate changes in
spectral densiliee meal tune. The reseagchets' potent.iSikhility to specify, processes
operating at different scll's is a likely' immense benefit eof this approach, although
the necessity of a strdfig theoretical framewtrk for any empirical study $s also
underlined.

BARRETT, E. C. "Rigfonal 'Variations of:Rainfall Trends_ in Northern England
1900-59," Transactions of the Institute. of Britisfi,Geographers, Isto. 38,

4966, pp. 41-58. °

BARTON, B. and W. TOBLER. "A SpeAral Analysis of Innovation
deographicat Analysts...Vol. 3, 1971NP. 182.-186, 195-199.,

BASSETT, K. and R.. TINLINE. "Cross-Specrgal Analysis OffTime Saes arid '1";

Geographical Research,h' Area4Vol: 2, 1970, pp. 19-24'.
BRYpN, R. A. and J. A. DUTTON. "The Variand Spectra pf Certain - Natural

Serie.s," in Garrison, W. L'..and Di F. Marble (eds,), OtlaytitineGeogruphy.'-
., Pari IL 'PhysiCal.and Cartographic ToPics. (Studies in geography No. 14).

EVansto*11.: Northwestern University, 1967, pp. 1-24:
40/
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271-311
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RAYNER, J. N. "A Statistical Model for the Explanatory Description of
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. 1967, pp. 67-86. s.
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D. F. and N. C.Socke (eds.), Computer Applications in the Earth Sciences.
Colloquium on Trend Analysis. (Computer Contribution 12). Lawrence,
Kansas: State Geological Survey, 1967, pp. J1L37.

'RAYNER, J. N. An Introduction to Spectral Analysis. London: Pion, 1971, 174
pp.

RAYNER, J. N. and G. GOLLEDGE. Spectral analysis of Settlement Patterns.
(Final Report RF Project 2916, National Science Fogndation.OSU Research
Foundation). Ohio State Research Founda0n: Columbus, Ohio, 1971:
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SEE ALSO: Section 5. King (1969).
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Sedtion 30.Tobler (1969). ,
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SECTION 32

_ CLASSIFICATION
ti

. The purpose of classification is to produce groups or clusters of unit areas iti
which the within-group distance or variance is minimized, and accordingly
between-grRup variance is maximized. Dimensional analysis is employed to
determine the distalices separating areas in the space defined by the attributes
under study. The most efficient teclulique would utilize orthogonal axes to define
,the space, since the theorem of Pythagoras can then be 'called upon to define

Aistandes. Most of the multivariate classifications accordingly are based upon the
factor scores from prior analyVince the new variables have standardized scales
and are made orthogonal' to each other. The distance measurements can be made in
a spaCe of any dimensions, and they are used to index similarity between,areas;
units located closer to each tither are more similar. A distance matrix (of order it,
say, the number of areas, Xn) which is square and symmetric can thus be derived,
and the grouping routine operates on it in an hierarchical fnanner. At step one,
there will be n single member groups. The matrix is searched to,find the smallest
distance and the respective row and column pertaining to that pbservation are
combined, producing an n-1 X n-1 matrix. The stepsfre repeated until there is only
one-group, containing all the unit areas. The within-group varianac equal to,zero at
the first s , successively increases, while the between-group variance is decreased.

The me od described is only one of a number of alternative algorithms available
for classification (Lankford, 1969). It is however, one of the most commonly
reported in the literature, largely because of the influence of Berry whose seminal
paper in 196) reinvigorated long-Aanding interest in geography ink the allied
problem Otiegionalifation (Grigg, 1965). The *methodology -,is dependent on
techniques of numerical taxonomy (see Solcarand Sneath, 1963, cited in Sectio
4B), and is fully described by Berry (1967). The types of grouping schemes
resulting from this analyiis are dependent on the nature of the input information. If
an attribute matri d, the methods will produce regional types of the formal
kind, in the a ce of any strong contiguity in ,the vriginal;dita. Th sceTrttnkcan
be made i to a set of non-overlap egion's by the addition of contiguity or
compactness constraints on the allocat h of' units-areas to existing groups.
Alternatively, a set of functional regions' is produled using as input an interaction
matrix, Spence and Taylor (1970) provid5 an overview of the vatious alternative.
''''A fair degree of stibjettivity is evidetit in the meth_ ods reported in the literature
(Johnston, 1968). There is, for example:, a choice to be ma4e in. the coefficient of
association that is used, as well as the type of algorithm! A difficult problem to
resolve is:chow many groups should be included in the final, olu.tioin Discriminant
analysis (Section 33) can provide some thin t respec011ohnston (1/970) has also
stressed the importance of a hy oth is- testing fiamework for .any vlassIficativ,
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P since only in this way can inductive gegeralizations be made, which in turn will help
to advance the theoretical fraMework of the discipline.
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SECTION 3Att

DISCRIMINANT ANAI;SISts

Discriminant analysis is employed, for A set of observations which are already
classified in some manner. Although the'fechnique was originally developed to
allocate new observations to a sef of pre-established classes on the basis of certain
characteristics, its most common use in geographic, research today is as an aid in
classification (King, 1970). At any stale in the grouping process descrilled in the
preceding section it is pokble to compute the linear discriminant functions which .

are linearly related to the factor scores used as input to, the algorithm. The
coefficients of these functions are determiried in such a way that discriminition
between the groups is maximized. Thus the method has a strong similarity to. .

principal pomponents analysis, and the researcher is able to interpret the bases of
the classification (Casetti, 1964). Multiple discriminant iterations are used in the
Casetti sprdies to force classifications to optimal solutions, with criteria that are the
object of classification itself, Le.4hat the within-group variance is minimized and
betweengroup variance maximized. Cas3etti also presents tests using chi-square
statistics for deterriiinink the quality of al-elassificition.

4
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SEE ALSO: Section 24. Mather and Doornkamp (1970); Thompson (1970). ;
Section 25. Berry (1960).
Section 26. Hartshorn (1971).
Section 27, Kaiser, Massie, Weiss, and Smith (1968).

REFERENCE: Section 4A: King (204-215); Krumbein and

'SECTION 34

CANONICAL CORRELATION

raybill (359-367). '

Canonical correlation is the most general form,a correlation analysis. It seeks to
maximize the covarianceor correlation between two sets of original variahles, say X
and Y, by computing new variates, say Uk and Vk, which are linear combinations
of X and Y and are maximally correlated: .!

= ak X and Vk = fikY, where o7k and .6k

are the coefficients of the resulting canonical vectors. It can readily be appreciated
that this procedure has much in common With principal components analysis.
Indeed, interpretation proceeds in an analogous fashion. The coefficients are like
the loadings for different components, and the strength and sign can be used to
indicate which of the original variables are to be considered, and the direction of
their association. As indicated, the first pair of canonical vectors extracted has the
highest correlati n, and.,subsequent pairs not only report the maximum amount of
cortela n to residtial variance but are also made 11Rhogott;) to thefirst
The researcher is therefore able to describe the independe ways in which tide
relationships are specified between:thg two sets.-

'Although the technique was originally devised} to account for any two sets of
variables, the applicationiiiti geography are usually two sots of factor scores, i.e. the
intercorrelatiods for each set are zero. For example, B4ty (1966) compares the
factOr structure of Indian distliels (derived from the aitribute matriX) with the
structure of flows between trade blocks (from a dyadic formulation of a set of
interaction matrices). Gauthier (1968) compared levels of economic development

.with changes in the transportation surface using canonical correlation. An
.interesting recent delielopinent has seen the technique applied to the analysis of
trend surfaces (Lee, 1969; Monmonier, 1970).
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